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 Accurate vessel trajectory prediction is a critical requirement for enhancing maritime 

safety, reducing collision risk, optimizing fuel consumption, and enabling intelligent 

traffic management at sea. In this study, a comprehensive and data-driven framework 

is proposed for vessel trajectory prediction, developed using real Automatic 

Identification System (AIS) data and relevant environmental information such as 

significant wave height. The dataset includes movement trajectories of cargo vessels, 

fishing vessels, and passenger vessels within the Gulf of Mexico. A rich and 

structured dataset was constructed by extracting derived features such as turn rate, 

acceleration, and geographic coordinates. To model the trajectories, a hybrid 

architecture based on Long Short-Term Memory (LSTM) networks and an attention 

mechanism was implemented, enabling the model to effectively learn long-term 

temporal dependencies and adaptively focus on critical segments of vessel routes. In 

addition, SHapley Additive exPlanations (SHAP) were used to enhance the 

interpretability of the model and analyze the contribution of each feature to the 

prediction process. The feature analysis revealed that latitude, longitude, acceleration, 

and wave height played the most significant roles in improving predictive accuracy. 

Experimental evaluation using a held-out test dataset and comparison with a baseline 

LSTM model demonstrated that the proposed framework reduced the Average 

Displacement Error (ADE) by approximately 44% and the Final Displacement Error 

(FDE) by about 39%. These results confirm the effectiveness of combining 

spatiotemporal deep learning with interpretable feature analysis for precise vessel 

trajectory forecasting. The proposed framework offers a reliable foundation for 

developing navigation support systems, autonomous ship routing, smart port 

management, and maritime traffic forecasting. Furthermore, it can be extended to 

various types of vessels and other maritime regions. 
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حوزه  پیش در  دریایی،  ناوبری  کشتیی  مسیر  دقیق  ایمنی  ها  بینی  ارتقاء  برای  حیاتی  الزامات  از  یکی 

در این   مصرف سوخت و مدیریت هوشمند ترافیک دریایی است.  سازیدریانوردی، کاهش تصادفات، بهینه

گیری از  با بهرهکه    ها ارائه شده استبینی مسیر کشتیمحور برای پیش یک چارچوب جامع و داده   پژوهش،

سامانه داده  واقعی  خودکار  های  شناسایی  موجداده و  ی  ارتفاع  نظیر  محیطی  یافته    های  .  استتوسعه 

استفاده داده  کشتی  شدههای  حرکتی  مسیرهای  در  شامل  مسافربری  و  ماهیگیری  کانتینر،  حمل  های 

شده نظیر نرخ چرخش، شتاب، و مختصات  های مشتق ی خلیج مکزیک بوده و با استخراج ویژگیمنطقه 

مجموعه  یک  استداده جغرافیایی،  گردیده  تولید  ساختاریافته  و  غنی  مدل   . ی  یک  رای  از  مسیر،  سازی 

مب ترکیبی  شبکه معماری  بر  بازگشتیتنی  عصبی  توانایی    LSTM  ی  که  شده  استفاده  توجه  مکانیزم  و 

همچنین،    مدت و تمرکز تطبیقی بر نقاط کلیدی مسیر دارد.های زمانی طولانیبالایی در درک وابستگی 

بهره گرفته    SHAP  گیری، از روشمنظور افزایش تفسیرپذیری مدل و تحلیل سهم هر ویژگی در تصمیمبه

است. ویژگی  شده  تحلیل  از  متغیرهاینتایج حاصل  داد که  نشان  و    ها  شتاب  جغرافیایی،  و طول  عرض 

از داده   .بینی دارندبیشترین نقش را در دقت پیشموثر  ارتفاع موج   استفاده  با  های  ارزیابی تجربی مدل 

پایه با مدل  خطای میانگین  نشان داد که چارچوب پیشنهادی موفق شده است میزان    آزمون و مقایسه 

تا    جاییجابه  مسیر  %44حدود  را  نهایی  خطای  تا  و  مؤید    %39حدود    را  دستاورد،  این  دهد.  کاهش 

مکانی عمیق  یادگیری  ترکیب  ویژگی-اثربخشی  تفسیرپذیر  تحلیل  با  پیش زمانی  در  مسیر  ها  دقیق  بینی 

ناوبری،  های کمک ی سامانه عنوان زیرساختی قابل اتکا برای توسعهتواند بهاین چارچوب می ها است. کشتی

ورود و خروجهدایت کشتی  نیز پیش   های خودران، مدیریت  و  مورد  بنادر هوشمند  ترافیک دریایی  بینی 

 . استفاده قرار گیرد. همچنین، قابلیت تعمیم آن به دیگر انواع شناورها و مناطق دریایی مختلف وجود دارد
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 مقدمه  - 1

-های اساسهی در فرآینهدهای مکهانیعنوان یکی از مؤلفههحرکت به

کنهد. درک های پویها ایفها می، نقش مهمی در تحلیل پدیهده1زمانی

مختلفهی از   ههایهها و الگوههای حرکتهی در حوزهصحیح از ویژگی

ونقل، و هواشناسی از اهمیهت ریزی حملجمله علوم رفتاری، برنامه

 یابیهتیموقع یههایفناور شهرفتیبها پ .  ]1[ای برخوردار اسهتویژه

 یایاشه قیهدق یابیه، امکهان رد2یجههان  ابیهتیمانند سهامانه موقع

 یحرکته  یهااز داده  یمیحجم عظ  جه،یمتحرک فراهم شده و در نت

اشیاء متحرک در طول زمان   .]2[شده است  دیتول  ریاخ  یهاسالدر  

 3گذارنهد کهه بهه آن خطهوط سهیراثری از موقعیت خود به جها می
ها، و شهباهت  یابیهالگوهها، ارز  لیها با هدف تحلداده  نیا  گویند.می

از   یکهی.  رنهدیگیمورد اسهتفاده قهرار م  ندهیآ  یرهایمس  4ینیبشیپ 

 ریمسه  ایه  ۵تیهموقع  ینهیبشیهها، پ داده  نیها  یکاربردها  نیترمهم

ونقل دریهایی حمل.  ]3[است  ندهیآ  یزمان  یهادر بازه  6اءیحرکت اش

کهه طوریرود؛ بهشهمار مهییکی از ارکان اصهلی اقتصهاد جههانی به

درصد از ارزش تجارت جهانی از   70درصد از حجم و    90نزدیک به  

ش، در عین کارایی بهالا در مصهرف شود. این روطریق دریا انجام می

. با ایهن ]4[کندانرژی، نقش حیاتی در زنجیره تأمین جهانی ایفا می

دهند که درصهد بهالایی از تصهادفات دریهایی حال، آمارها نشان می

. ویژه ضعف در آگهاهی مهوقعیتی اسهتناشی از خطاهای انسانی، به

ی اقدامات آتی بینبخشی از این خطاها نیز مربوط به ناتوانی در پیش

 .]۵[باشددر محیط دریایی می

های پراهمیههت تحقیقههاتی در یههادگیری عمیههق بههه یکههی از شههاخه

ههای های اخیر تبدیل شده و نتایج چشمگیری در تحلیهل دادهسال

بینههی مسههیر دسههت آورده اسههت. در حههوزه پیشسههری زمههانی به

های شود، مهدلها، که نوعی تحلیل سری زمانی محسوب میکشتی

اند. این بتنی بر یادگیری عمیق توجه زیادی را به خود جلب کردهم

ههای پیچیهده و غیرخطهی، عملکهرد ویژه در شرایط دادهها، بهمدل

هههای متههداول هههای کلاسههیک و الگوریتمبهتههری نسههبت بههه روش

 ]7[  LSTM7  هایشبکه.  ]6[اندیادگیری ماشین از خود نشان داده

هسههتند کههه بههرای عمیههق  8بازگشههتیهای عصههبی نههوعی از شههبکه

طراحی   10های زمانیو سری  9های ترتیبیسازی دادهپردازش و مدل

ها بهها اسههتفاده از سههاختار سههلول حافظههه و اند. ایههن شههبکهشههده

 
1 Spatio-temporal 
2 Global Positioning System (GPS) 
3 Trajectory 
4 Prediction 
5 Location Prediction 
6 Route Prediction 
7 Long short-term memory 
8 Recurrent neural network 
9 Sequence data 
10 Time series 

ورودی، خروجههی و فراموشههی، قههادر بههه نگهههداری و  11هههایدروازه

از سهوی .  روزرسانی اطلاعات مهم در طول تهوالی زمهانی هسهتندبه

روشهی بهرای تخصهیز وزن بیشهتر بهه  ]8[12دیگر، مکانیزم توجهه

کند تا تر ورودی است. این مکانیزم به مدل کمک میهای مهمبخش

هایی جای بررسی یکنواخت کل دنباله، تمرکز بیشتری بر قسهمتبه

 .تر اهمیت دارنداز داده داشته باشد که برای تولید خروجی مرتبط

بینهی مسهیر سازی یک مدل پیشدهطراحی و پیا  پژوهشهدف این  

همراه با مکانیزم توجه است.   LSTM  کشتی مبتنی بر شبکه عصبی

های زمانی برای استخراج وابستگی LSTM در این مدل، از ساختار

منظور تمرکهز   های حرکتی استفاده شده و مکانیزم توجه بهدر داده

عهلاوه بهر .  پویا بر نقاط کلیهدی دنبالهه بهه آن افهزوده شهده اسهت

هههای ، ویژگیAIS13 هههایهههای اسههتاندارد موجههود در دادهویژگی

محیطی نظیر   و داده  1۵، شتاب14ای همچون نرخ چرخششدهمشتق

اند. ههدف از ارتفاع موج نیز در فرآیند یهادگیری مهدل لحهاد شهده

اطلاعات و افزایش دقهت مهدل   گزینشها، بهبود  ترکیب این ویژگی

 .در شرایط پیچیده و واقعی دریایی است
 

 مروری بر تحقيقات گذشته  -  2

ارائهه  16بک مدل بر پایه رگرسیون خطهی  (،2022)  همکاران  و  برگر

 سههیمقا  17یاتهک نقطهه  هیهمسها  یروش جستجوکرده و آن را با  

، مههدلی مبتنههی بههر فرآینههد (2019) رانههو و همکههاران .]8[کردنههد

بینهی مسهیر کشهتی بها در نظهر گهرفتن عهدم برای پیش  18گاوسی

تانهو و .  ]10[ههای آینهده کشهتی ارائهه دادنهدقطعیت در موقعیت

ها در بینی مسیر کشتیبرای پیش LSTM ، مدل(2019) همکاران

سهو و . ]11[پیشهنهاد دادنهد AIS ههاییهک بنهدر بهر اسهاد داده

  SSPD19 نهامپردازش داده به ، یک الگوریتم پیش(2020)  همکاران

بهرای   GRU هها و یهک شهبکه عصهبیرا برای بهبهود کیفیهت داده

 علیهزاده و همکهاران.  ]12[بینی مسیر کشتی اسهتفاده کردنهدپیش

بینی مسهیر های مختلف مبتنی بر شباهت برای پیش، مدل(2021)

مهورای و . ]13[های مختلهف پیشهنهاد کردنهدکشتی در مدت زمان

بینهی ادگیری ماشین بهرای پیش، یک چارچوب ی(2021)  همکاران

بندی و خوشهه  AIS ههای تهاریخیمسیر کشتی بها اسهتفاده از داده

، مدل (2022)  برگر و همکاران.  ]14[ها پیشنهاد کردندرفتار کشتی

 
11 Gates 
12 Attention 
13 Automatic Identification System 
14 Turn rate 
15 Acceleration 
16 Linear Regression 
17 Single Point Neighbor Search (SPNS) 
18 Gaussian Process 
19 Symmetrized Segment-Path Distance 
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بهرای   1اینقطههتک  ترکیبی رگرسیون خطی و جستجوی همسهایه

 سهان و همکههاران. ]1۵[ها را ارائهه دادنهدبینهی مسهیر کشهتیپیش

و رگرسههیون گاوسههی بههرای   LSTM ، مههدل ترکیبههی از(2022)

 و  ائویژ.  ]16[مدت ارائه دادندبینی دقیق مسیر کشتی در کوتاهپیش

 و MLP2 یهاشههبکه بیهه(، بهها اسههتفاده از ترک2024) همکههاران
GRU3  نسبت به را    ینیبشیپ   دقت  توانستند  که  کردند،  ارائه  یمدل

و همکهاران   یله  .]17[دهنهد  شیافهزا  %4/۵۵  تهابهترین مدل پایهه  

 توجهه شهبکه و  LSTM شهبکهبر    یمبتن  دیمدل جد  کی(،  2024)

نامیدنهد. ایهن  LSTM-GATرا پیشنهاد کردند و نام آن را    4یگراف

نسبت به بهتهرین مهدل   %۵2/44را تا    بینیمدل توانست دقت پیش

 ، یههک مههدل(2023) مهههری و همکههاران. .]18[پایههه افههزایش دهههد

CLSTM۵  بینههی مسههیر کشههتی بهها اسههتفاده از عوامههل بههرای پیش

 .]19[ای ارائه دادندهای زمینهمحیطی و داده

تر های پیچیده و دقیهقدهنده روند توسعه مدلها نشاناین پژوهش

های مختلهف ها هسهتند کهه در زمینههبینی مسیر کشتیپیشبرای  

ونقهل کاربردهای مختلفی دارند و به ویژه در صنایع دریهایی و حمل

ویژه در زمینهه این مجموعه از مطالعهات، بهه. کنندکمک شایانی می

های یههادگیری عمیههق بههرای و مههدل  AIS هههایاسههتفاده از داده

منی و کهارایی نهاوبری کمهک ها، به بهبود ایبینی مسیر کشتیپیش

 .های قابل توجه در این حوزه استدهنده پیشرفتکند و نشانمی
 

 منطقه مورد مطالعه و داده،  چارچوب پيشنهادی  - 3

 

 
 چارچوب پيشنهادی  - 1شكل 

بینههی و بههرای پیش (1)شههکل  در ایههن پههژوهش، چههارچوبی جههامع

 LSTM گیهری از مهدلها بها بهرهسازی مسیر حرکت کشتیبهینه

ههای خهام در دو ارائه شده اسهت. ابتهدا داده  همراه با مکانیزم توجه

 
1 Single Point Neighbor Search (SPNS) 
2 Multi Linear Perceptron 
3 Gated Recurrent Unit 
4 Graph-Attention Network (GAT) 
5 Context-aware LSTM 

ها های حرکتی کشتیهای محیطی )ارتفاع موج( و دادهی دادهدسته

ههای های محیطی پس از استخراج ویژگیشوند. دادهآوری میجمع

ها بها ههای حرکتهی کشهتیزمهان، دادهسازی شده و هممؤثر، آماده

کیفیههت، پههالایش و ارزیههابی هههای مکههانی محدودسههازی دادهانجههام 

ههای ها بازسهازی شهده و دادهگردند. در ادامه، مسیر سفر کشتیمی

شوند. این دو دسته داده پهس از پهردازش، پرت یا تکراری حذف می

 .گرددداده نهایی جهت آموزش مدل آماده میادغام شده و مجموعه

در این   د.ننبیمیها آموزش  گیری از این دادهبا بهرهپیشنهادی    مدل

ای طراحی شهده کهه بها محاسهبه مقهدار هزینهه یند، تابع هزینهآرف

سهازد. رونهد آمهوزش و سازی مدل را فهراهم میمسیر، امکان بهینه

یابد که مقدار هزینه بهه حالهت پایهدار سازی تا زمانی ادامه میبهینه

های آزمهون برسد. پس از آن، مدل نهایی ذخیره شده و بر روی داده

گیههرد. رهههای ارزیههابی، مههورد سههنجش قههرار میبهها اسههتفاده از معیا

گیری مهدل، از منظور تحلیل میزان اهمیت هر ویژگی در تصهمیمبه

استفاده شده است. در نهایت، خروجی مهدل شهامل   SHAP6  روش

صورت مختصات جغرافیایی( و میزان تأثیر موقعیت نهایی کشتی )به

و ذخیهره باشهد. از مهدل آمهوزش دیهده می  ها استخراج شدهویژگی

 استفاده کرد.در یک بستر وب جهت استفاده عملیاتی  توان شده می

 

 منطقه مورد مطالعه 1_3

اسهت کهه بهه   7منطقه مورد مطالعه در این پژوهش، خلیج مکزیهک

عنههوان یکههی از پرترددتههرین منههاطق کشههتیرانی در نیمکههره غربههی 

ی تجاری، های گستردهشود. این منطقه به دلیل فعالیتشناخته می

هههای مههاهیگیری و گردشههگری، مکههان مناسههبی بههرای تحلیههل داده

یکهی از عوامهل مهؤثر در شهود.  ها محسوب میزمانی کشتی-مکانی

ی مهورد مطالعهه، دسترسهی ن منطقهانتخاب خلیج مکزیک به عنوا

. مربوط به ایهن منطقهه بهوده اسهت  AIS هایآزاد و مناسب به داده

 2ها در ایهن منطقهه، در شهکل  ی مسیرهای حرکتهی کشهتینقشه

نمایش داده شده است. در این نقشه، مسیر سه نهوع کشهتی شهامل 

های های مههاهیگیری، و کشههتیهای حمههل کههانتینر، کشهتیکشهتی

 .اندبه تصویر کشیده شده 2024در طول ماه ژانویه مسافربری 
 

 
 

های کانتينر،  مسير حرکتی سه نوع کشتی شامل کشتی - 2شكل 

 ماهيگيری و مسافربری در خليج مكزیک

 
6 SHapley Additive exPlanations 
7 Gulf of Mexico  [
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 داده کشتی  2_3

کشتی حرکتی  رفتار  تحلیل  دادهبرای  شناسایی   های ها،  سیستم 

کشتی وبخودکار  از  شد.    MarineCadastre1سایت  ها  استخراج 

داده جغرافیاییاین  عرض  همچون  اطلاعاتی  شامل  طول 2ها   ،

و زمان    6، جهت حرکت۵، سرعت روی آب 4، نوع کشتی 3جغرافیایی

داده این  از  هستند.  موقعیت  ثانویه ثبت  ویژگی  چندین  خام،  های 

 . شوندمعرفی می در ادامهاستخراج شد که 

زاویه چرخش،  نرخ   تغییر در  را این ویژگی میزان  ی حرکت کشتی 

می محاسبه  متوالی  زمان  دو  طبق  بین  و  )کند  تعریف   ( 1معادله 

 . شودمی
 

(1) COGt−1 − COGt = COG Change 
 

 COGt−1و   tی حرکت کشتی در زمان  زاویه  COGtدر این معادله،  

زاویه ثبت شده در زمان قبلی است. این شهاخز در تحلیهل رفتهار 

تواند الگوهای تغییر ناگههانی را ها اهمیت دارد و میچرخشی کشتی

 آشکار کند.

 استفاده شد. این  برای بررسی تغییرات سرعت در طول زمان،  شتاب

 ( تعریف شده است.2در معادله )ویژگی  
 

(2) SOGt − SOGt−∆t

∆t
=  Accelerationt 

 

فاصهله زمهانی   t∆و    tسرعت کشتی در زمان    SOGtدر این معادله،  

بین دو ثبت موقعیت متوالی )بر حسب ثانیه( است. این پهارامتر بهه 

 کند.درک رفتار دینامیکی کشتی در شرایط مختلف کمک می
 

 موجداده  3_3

ها، از برای بررسی تأثیر شرایط محیطهی بهر رفتهار حرکتهی کشهتی

  ERA5  هها از محصهولی ارتفاع موج اسهتفاده شهد. ایهن دادهداده

اند استخراج شهده  7مدت اروپاییهای میانبینیمتعلق به مرکز پیش

در  Climate Data Copernicus Store8و از طریهههق پایگهههاه 

 .دسترد هستند

سهوم بلنهدترین به صورت میانگین ارتفاع یک،  9مشخصهارتفاع موج  

شهود. ایهن پهارامتر ی زمهانی خهات تعریهف میامواج در یهک بهازه

نمایانگر قهدرت کلهی دریها اسهت و بهه عنهوان معیهاری کلیهدی در 

 (3. معادله )شودمطالعات دریایی و ایمنی ناوبری استفاده می
 

 
1 https://marinecadastre.gov / 
2 Latitude 
3 Longitude 
4 Vessel type 
5 Speed Over Ground (SOG) 
6 Course Over Ground (COG) 
7 ECMWF 
8 https://doi.org/10.24381/cds.adbb2d47 
9 Significant Wave Height (SWH) 

(3) σ. 4 = SWH 
 

دریا نسبت به میانگین سهطح انحراف معیار سطح    𝜎  در این فرمول،

در واحد متر بیهان   SWH  آب است )بر اساد تحلیل طیفی(. مقدار

 .شودمی

 0.2۵×0.2۵های موج در قالب یک شبکه بها رزولوشهن مکهانی  داده

راسهتا شهدن اند. بهرای همدرجه و با بازه زمانی ساعتی فراهم شهده

وقعیهت ها، بهرای ههر مهای حرکتی کشتیهای محیطی با دادهداده

زمهانی و   یهابیدرونها، مقدار موج از طریق  مکانی و زمانی از کشتی

مشخصهات کامهل ایهن   1  در جدول  .استخراج شد  10سویهمکانی دو

 .داده ارائه شده است
 

مشخصات داده محيطی استفاده شده برای استخراج ارتفاع  - 1جدول 

 موج

 

 پارامتر
منبع 

 داده 

نام 

 محصول 

دقت 

 مكانی

دقت 

 زمانی
 واحد  دوره 

ارتفاع 

 موج
ECMWF ERA5 0.2۵×0.2۵  ساعتی 

1940  

تا 

 کنون

 متر 

 

 2024ی زمانی ژانویه  در این مطالعه تنها از مقادیر موج در محدوده

 .جغرافیایی خلیج مکزیک استفاده شده استی  و در محدوده
 

 پردازش دادهپيش 4_3

آوری، تحههت یههک ی محیطههی پهس از جمههعو لایههه  AIS ههایداده

ای قرار گرفتند تها از دقهت مکهانی، پردازش چندمرحلهفرآیند پیش

بینهی اطمینهان یکنواختی زمانی، و آمادگی برای ورود به مدل پیش

 حاصل شود.

ههای داده،  ههاداده  تیهفیک  لتهریو ف  11یمکان  یهاداده  یمحدودساز

مناطق خلیج مکزیک، برمودا و خلیج کالیفرنیا را پوشش   AIS  اولیه

ی مورد مطالعه ها به کمک مرز چندضلعی منطقهدادند. این دادهمی

های مربوط به ناحیهه در خلیج مکزیک برش داده شدند تا فقط داده

ههای نهامعتبر، فقهط بهرای حهذف دادهمورد نظر باقی بماند. سپس  

هایی با رقمی نگه داشته شدند و دادهنه  MMSI12  رکوردهایی با کد

های سهاکن یها حهذف شهدند تها کشهتی  13گهره  1سرعت کمتهر از  

 .سرگردان کنار گذاشته شوند

هها ابتهدا داده،  پرتکرار  یبردارنمونه  کاهش  و  هایکشت  ریساخت مس

( )حمههل کههانتینر، مههاهیگیری و مسههافربریبراسههاد نههوع کشههتی 

دریافههت  و زمههان  MMSI بنههدی و سههپس براسههاد شناسهههگروه

 
10 Bilinear interpolation 
11 Spatial clipping 
12 Maritime Mobile Service Identity 
13 Knot 
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درستی سازی شدند تا مسیرهای زمانی هر کشتی بهمرتباطلاعات،  

ازحد نقاط، اگر دو نقطهه ساخته شود. برای جلوگیری از تراکم بیش

 ]13[دقیقه  2متر داشتند یا کمتر از    100ای کمتر از  متوالی فاصله

. برای محاسهبه ها حذف شدبا هم اختلاف زمانی داشتند، یکی از آن

 ( استفاده شده است.4معادله ) ]20[  1فاصله مکانی از هاورساین

روی سطح کره زمین، از    مکانیی بین دو نقطه  برای محاسبه فاصله

ها ترین روشی از دقیقیک ( 4معادله )استفاده شد.  هاورساین  معادله

طول  و  جغرافیایی  )عرض  مختصات  دو  بین  فاصله  تخمین  برای 

نظر  در  را  زمین  کره  انحنای  که  است  زمین  سطح  در  جغرافیایی( 

 . گیردمی
 

(4) 

d

= 2r. sin−1 (sin2 (
∆Longitude

2
)

+ cos(Latitude1) . cos(Latitude2) . sin2(
∆Longitude

2
)) 

 

( معادله  متر،  فاصله  d(،  4در  یا  کیلومتر  حسب  بر  نقطه  دو    rی 

( زمین  عرض    Latitude∆کیلومتر(،    6371شعاع  اختلاف 

رادیان(،   حسب  )بر  طول   Longitude∆جغرافیایی  اختلاف 

رادیان( می )برحسب  و طول  باشند.  جغرافیایی  اختلاف عرض  ابتدا 

و   مثلثاتی  توابع  از  استفاده  با  سپس  کرده،  محاسبه  را  جغرافیایی 

کروی   سطح  روی  بر  را  نقطه  دو  بین  مستقیم  فاصله  زمین،  شعاع 

 .شودزده میزمین تخمین 

  یحرکت  و   ی طیمح  ی هاداده  قیتلف  یبرا،  یطیمح  ریمتغ  ی ابیدرون

از روشهاکشتی .  شد   استفاده  یزمان   و  یمکان  بعد  دو  در  یبیترک  ی، 

 از   سلول  نیترکینزد  ،یکشت  ریمس  از  نقطه  هر  یبرا  ،ی مکان  بعد  در

 در .  دیدرجه انتخاب گرد  2۵/0×0/ 2۵  دقت  با   موج  یهاداده  شبکه

با   قا  یدق  AIS  یهاداده  ثبت  زمان  که نیا  به  توجه  با   ز،ین  ی زمان   بعد 

  یخط  دوسویه  یاب ی، از درون هموج منطبق نبود  یهازمان ثبت داده

ا  یهادر داده  یدو زمان متوال  نیب به  استفاده شد.   ب، یترت  نیموج 

  AIS  هر رکورد  ق یو زمان دق  ی مکان  تیارتفاع موج متناسب با موقع

  داده   مجموعه  دو  نیب  یزمان  ریتأخ  ای محاسبه شد و هرگونه اختلاف  

این تاخیر زمانی به صورت یک بازه   . دیگرد  برطرف  یضمن  صورتبه

 ترین زمان انتخاب شود.خطا تعریف شده تا نزدیک

پیش فرآیند  پایان  دادهدر  مجموع  مکانیپردازش،  زمانی  -های 

 . نقطه رسید 700,090,۵ها به مرتبط با مسیر کشتی
 

 روش  -  4

ها، تر مسیر حرکت کشتیبینی دقیقمنظور پیشدر این پژوهش، به

ترکیب مدل  توجه  LSTM  از  مکانیزم  است. مدل   و   استفاده شده 

LSTM    در توانایی  دلیل  وابستگیبه  برای یادگیری  زمانی،  های 

های  اما در مواجهه با توالی  .ای مناسب استهای دنبالهتحلیل داده

 
1 Haversine 

گرادیان محو  مشکل  دچار  است  ممکن  محو  ی  پدیده  شود.  2بلند 

دهد که طی فرایند آموزش، مقدار گرادیان در  زمانی رخ می  انیگراد

بهلایه عملا   و  شود  کوچک  بسیار  ابتدایی  وزنروهای  رسانی  ها ز 

گردد زمانی  ،  متوقف  ارتباطات  یادگیری  در  مدل  نتیجه،  در 

برای غلبه بر این محدودیت،  .  شودمدت با چالش مواجه میطولانی

مکانیزم توجه به مدل افزوده شده تا با تمرکز تطبیقی بر نقاط مهم  

آن نقش  و  کرده  تقویت  را  مؤثر  اطلاعات  دنباله،  در در  را  ها 

گامپیش پررنوبینی  آینده  اجازه های  مدل  به  ترکیب  این  کند.  تر 

ویژگیمی حفظ  ضمن  تا  حافظهدهد  اجزای LSTM  دارهای  بر   ،

پیش دقت  و  کرده  تمرکز  مسیر  سناریوهای  کلیدی  در  را  بینی 

 .پیچیده افزایش دهد
 

 LSTMمدل   1_4

شبکه  (3)شکل   LSTM یشبکه  از  بازگشتی نوعی  عصبی   های 

می وابستگی   باشدعمیق  یادگیری  برای  در که  بلندمدت  های 

 هایشبکه  با  . تفاوت اصلی آناست  ای طراحی شدههای دنبالهداده

بازگشتی   دروازهعصبی  و  سلولی  حافظه  از  استفاده  در  های  ساده 

فراهم  را  اطلاعات  افزودن  و  فراموشی  امکان  که  است  کنترلی 

میمی باعث  ساختار  این  زمان   شودکند.  طول  در  مهم  اطلاعات 

 . حفظ شوند و اطلاعات غیرضروری حذف شوند 
 

 
 

 LSTMمعماری مدل  - 3شكل 

 

اصلی است  LSTM  ساختار  مؤلفه  چهار  فراموشی،  شامل    ، 3دروازه 

ورودی  دروازه خروجی  ۵دروازه،  4دروازه  عملکرد  6و  نحوه  ادامه  در   .

 شوند.بررسی میاین اجزا 

شود که چه بخشی گیری می، در این بخش تصمیمیدروازه فراموش

و خروجی مرحله  xt از حافظه قبلی باید فراموش شود. ورودی فعلی

، با یکدیگر جمع 7های تماما  متصل پس از عبور از لایه  ht−1فبلی  

 کنند. عبور می 8و سپس از تابع سیگموید  شوندمی

 
2 Vanishing gradient 
3 Forget gate 
4 Input gate 
5 Gate 
6 Output gate 
7 Fully connected 
8 Sigmoid  [
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(۵) ft =  σ(whfht−1 +  wifxt + bhf + bif) 
 

کند  دارد، که مشخز می  1و    0( مقداری بین  ۵خروجی معادله )

 ( 6حفظ یا فراموش شود. معادله )  ct−1کدام بخش از حافظه  
 

(6 ) ct =  ct−1 ⊙  ft 
 

ورود اطلاعات  ،  یدروازه  افزودن  برای  مرحله  حافظه این  به  جدید 

است شده  برای.  طراحی  کاندید  یک  ساخته   ابتدا  جدید  حافظه 

 ( 7. معادله )شودمی
 

(7) gt = tanh(whght−1 + wigxt +  bhg + big) 
 

که این اطلاعات تا چه اندازه    گیردسپس دروازه ورودی تصمیم می

 ( 8باید وارد حافظه شوند. معادله )
 

(8) it = σ(whiht−1 + wiixt + bhi + bii) 
 

 ( مقدار  دو  این  ضرب  حاصل  نهایت،  اطلاعات    (  𝑖𝑡  و   gtدر  یعنی 

می اضافه  حافظه  به  دارند  شدن  ذخیره  ارزش  که  شوند.  مفیدی 

 ( 9معادله )
 

(9) ct =  ct + (gt ⊙ it) 
 

می بررسی  مرحله  این  واقع،  لحظهدر  اطلاعات  که  چه کند  تا  ای 

 .اندازه مهم هستند و باید به حافظه بلندمدت اضافه شوند یا خیر

خروج مدلیدروازه  نهایی  خروجی  مرحله  این  در   ،  ht   تولید

فعلی  می حافظه  ابتدا  تابع    ctشود.  می  tanhاز  داده  شود.   عبور 

 ( 10معادله )
 

(10) c′t = tanh (ct) 
 

و  ورودی  از  استفاده  با  قبل  مراحل  مانند  خروجی  دروازه  سپس 

 (11)معادله  . شودخروجی قبلی ساخته می
 

(11) ot = σ(whoht−1 + wioxt + bho + bio) 
 

می بدست  مقدار  دو  این  ضرب  از  نهایی  خروجی  نهایت  . آیددر 

 ( 12)معادله 
 

(12) ht =  ot + tanh(ct) 
 

نیست،   حافظه  اطلاعات  تمام  از  استفاده  به  نیازی  همیشه  چون 

عنوان دروازه خروجی مشخز می به  حافظه  از  مقدار  چه  که  کند 

 . خروجی مدل ارسال شود

از  gt  بخش استفاده  با  می  tanh  که  باساخته  مشابه  نقش    شود، 

ساده  شبکه  بازگشتی  عصبی  درهای  اما  با    LSTM  دارد،  همراه 

میدروازه   استفاده  اطلاعات ورودی  روی  بیشتری  کنترل  تا  شود 

باشد به  LSTM  هایشبکه  .داشته  عصبی  شبکه   نسبت  های 

)حدود  بازگشتی   دارند  بیشتری  پارامترهای  تعداد  برابر(،    4ساده، 

ای وجود جداگانه  2های و بایاد  1هاها وزنزیرا برای هر یک از دروازه 

پارامتر باعث م .  دارد افزایش  توانایی بالاتری در   LSTM  شودیاین 

 . های پیچیده و بلندمدت داشته باشدیادگیری وابستگی
 

 مكانيزم توجه   2_4

مدل شبکه در  بر  مبتنی  سنتی  اطلاعات های  تمام  بازگشتی،  های 

ویژه در  شود. این امر بهدنباله ورودی در یک بردار ثابت فشرده می

کیفیت یادگیری و کاهش  های طولانی، منجر به افت  پردازش دنباله

عنوان راهکاری مؤثر برای رفع گردد. مکانیزم توجه بهدقت مدل می

اجازه می مدل  به  و  گام  این محدودیت معرفی شده  تا در هر  دهد 

های مختلفی از دنباله ورودی با درجات متفاوتی از  زمانی، به بخش

 .اهمیت توجه کند
 

 
 

 مكانيزم توجه  - 4شكل 

، ساختار کلی مکانیزم توجه نمایش داده شده است. ابتدا  4در شکل  

پنهان بردارهای  رمزگذار  3مدل  توسط  شده  دریافت    4تولید  را 

پردمی بردار  از  استفاده  با  و  فعلی   ۵جو وکند  وضعیت  معمولا   که 

بردار  st)  6رمزگشا هر  اهمیت  میزان  است،   )hi   زمان به  نسبت  را 

 کند. فعلی تعیین می

، یک نمره توجه یا  hi، برای هر بردار پنهان  7محاسبه نمرات توجه 

همترازی  بردار    8امتیاز  با  داخلی  ضرب  از  استفاده  محاسبه   stبا 

 ( 13شود. معادله )می
 

(13) αi =  sthi
T 

  

و هر موقعیت از    رمزگشااین امتیاز میزان ارتباط بین وضعیت فعلی  

 . سازد دنباله ورودی را مشخز می

 
1 Weight 
2 Bias 
3 Hidden state 
4 Encoder 
5 Query 
6 Decoder 
7 Attention score 
8 Alignment score 
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تابع    یسازنرمال وزن Softmaxبا  به  توجه  نمرات  تبدیل  برای   ،

 ( 14شود. معادله )استفاده می Softmaxهایی قابل تفسیر، از تابع 
 

(14) 
exp(sthi

T)

∑ exp(sthj
T)j

 

 

نتیجه،   توجهوزن در  نرمال میگونه به  αi  های  شوند که مجموع ای 

از آنآن  بتوان  باشد و  با یک  برابر  استفاده ها  بردارها  ها در ترکیب 

 .کرد

زمینه  بردار  وزن1محاسبه  عنوان ،  به  آمده  دست  به  توجه  های 

بردارهای   خطی  ترکیب  برای  وزنی  می  hiضرایب  و  استفاده  شوند 

 (1۵گردد. معادله )محاسبه می ci  بردار زمینه
 

(1۵) ct =  ∑ αihi

i

 

 

مربوط بخش  ctبردار   در  اطلاعات  که مدل  ورودی،  دنباله  از  هایی 

آن به  فعلی  زمانی  بیشگام  خود  ها  در  را  است  کرده  توجه  تر 

 کند. آوری میجمع 

صورت توجه  زمیمکان  ی سیماتر  ش ینما به  محاسبات  انجام  برای   ،

می آموزش،  فرآیند  تسریع  و  شکل برداری  به  را  فوق  روابط  توان 

 (. 16دله )ماتریسی بیان کرد. معا 
 

(16) C = softmax(SHT)H 
 

S  پرد در  وماتریس  رمزگشا  بردارهای وضیت  است که معمولا   جو 

را شامل می پنهان    Hشود.  هر گام زمانی  بردارهای حالت  ماتریس 

تابع   و  ماتریسی  ضرب  عملیات  است.  رمزگذار  توسط  شده  تولید 

Softmax  وزن ماتریسی  محاسبه  به  ادامه   هایمنجر  در  که  توجه 

 دهد. را تشکیل می C، بردار زمینه Hضرب با  
 

 و مكانيزم توجه LSTMترکيب مدل   3_4

 های سازی دقیق وابستگیها، مدلبینی مسیر کشتیدر مسئله پیش

زمانی و مکانی در طول زمان از اهمیت بالایی برخوردار است. مسیر 

موقعیت مانند  متعددی  عوامل  تأثیر  تحت  کشتی  یک  های حرکت 

های قبلی، سرعت، جهت حرکت، شرایط محیطی )باد، موج، جریان

یا کشتی رفتارهای گذشته کشتی  و  دارد. دریایی(  قرار  های مجاور 

از   استفاده  شرایطی،  چنین  میبه  LSTM  مدلدر  تا تنهایی  تواند 

وابستگی این  با حدی  مواجهه  در  اما  بگیرد،  یاد  را  زمانی  های 

اطلاعات دنباله است  ممکن  محیطی،  متغیر  اطلاعات  یا  بلند  های 

 .مهم از بین برود یا تضعیف شود

می  LSTM  ترکیب پوشش  را  ضعف  این  توجه،  مکانیزم  و با  دهد 

در   را  مدل  کشتی پیشدقت  مسیر  بهبینی  توجهی ها  قابل  طور 

می ترکیبافزایش  این  در  داده  LSTM،  دهد.  ورودی توالی  های 

مکانی،   موقعیت  چرخش،  شتابشامل  ویژگینرخ  سایر  و  را  ،  ها 

 
1 Context vector 

تولید   پنهان  وضعیت  بردار  یک  زمانی  گام  هر  در  و  کرده  پردازش 

مانی قبلی، های زمکانیزم توجه با تمرکز تطبیقی روی گام.  کند می

های گذشته  ها در زمانها یا ویژگیکند که کدام موقعیتتعیین می

پیش برای  را  اهمیت  بهبیشترین  دارند.  بعدی  موقعیت  عنوان بینی 

اطلاعات   است،  تغییر جهت  حال  در  کشتی  که  شرایطی  در  مثال، 

های  مربوط به چند گام قبل از تغییر، اهمیت بیشتری نسبت به گام

 .اولیه دارد

جمله از  دارد.  زیادی  مزایای  ترکیب  وابستگی  ،این  بهتر  های درک 

و  طولانی پیچیده،  محیطی  شرایط  در  دقت  افزایش  مدت، 

مدل انعطاف متنوع.  حرکتی  الگوهای  یادگیری  در  بیشتر  پذیری 

گاممی بر  پیشتواند  در  که  کند  تمرکز  تأثیر هایی  آینده  بینی 

 . ابتدای توالی باشند ها دربیشتری دارند، حتی اگر این گام

داده توالی  ابتدا  فنی،  دیدگاه  نرمالاز  موقعیت،  های  شامل  شده 

وارد   LSTM  هایسرعت، نرخ چرخش، شتاب و ارتفاع موج، به لایه

ها که شامل بردارهای پنهان برای هر گام  شود. خروجی این لایهمی

می ارسال  توجه  مکانیزم  به  است،  بردارطوریبه.  گردد زمانی   که 

به زمانی  گام  آخرین  به  مربوط  تمامی   Query  عنوانپنهان  و 

به قبلی  پنهان  می  Values  و  Keys  عنوانبردارهای  کنند.  عمل 

بین این بردارها    softmax از طریق ترکیب وزنی سپس، بردار زمینه

به و  الحاق محاسبه شده  نهایی   2یافته صورت  به    LSTM  با خروجی 

 . بینی نهایی تولید گرددشود تا پیشمیلایه خروجی متصل 

 
 

 سازی و ارزیابی پياده  -  5

مدل آموزش  از  برای  پیشنهادی،  استفاده    3تکراری  دوره  1۵0های 

با   برابر  اولیه  یادگیری  در نظر گرفته شد و جهت   001/0شد. نرخ 

نرخ   تغییرجلوگیری از ایستایی در فرآیند یادگیری، از یک سازوکار  

ای که پس از عدم بهبود در مقدار گونهبه،  یادگیری استفاده گردید

دوره چند  طی  خطا  کمتر تابع  ضریبی  با  یادگیری  نرخ  متوالی،  ی 

میبه هزینه.  شد روزرسانی  مدل،    4یتابع  دو  هر  در  استفاده  مورد 

مربعات خطا با خروجی    ۵میانگین  رگرسیونی  برای مسائل  بوده که 

از کل داده به آموزش،    70مقدار  پیوسته مناسب است.    1۵درصد 

و   اعتبارسنجی  به  شده    1۵درصد  داده  اختصات  تست  به  درصد 

دستهاندازهاست.   با    6ی  برابر  آموزش  تا   2۵6برای  شد  انتخاب 

مدل .  ها برقرار گرددلی میان کارایی محاسباتی و همگرایی مدلتعاد

پیشنهادی با وجود داشتن مکانیزم توجه، دارای ساختار نسبتاً سبک 

بهینه است و روی یک پیش   معمولی  GPU  و  برای هر زمان  بینی 

 
2 Concatenated 
3 Epoch 
4 Loss function 
5 Mean Squared Error (MSE) 
6 Batch size  [
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ثانیه بوده است. همچنین لازم به ذکر است   2تا    1تنها حدود    مسیر

حدود   دارای  مدل  ساختار  به   1/ 5که  نسبت  بیشتر  پارامتر    برابر 

LSTM   زمان در  توجهی  قابل  تأثیر  افزایش  این  ولی  است،   ساده 

است بینی  پیش می  .نداشته  نشان  امر  مکانیزم این  افزودن  که  دهد 

تحمیل   سیستم  به  توجهی  قابل  محاسباتی  بار  استوجه،    ت.نکرده 

پیش قدرتمندی  برای  بسیار  محاسباتی  منابع  به  نیاز  مسیر  بینی 

یک   با  و  می  GPUنیست  هم  پیشمتوسط  فرآیند  را توان  بینی 

و  داده  بالای  حجم  علت  به  مدل  آموزش  برای  اما  داد.  انجام 

 باشد. قدرتمند می  GPUپیچیدگی مدل نیاز به یک 

زیر آمده   ۵  جی در شکلی خطای آموزش و اعتبارسننمودار مقایسه 

با    LSTM-Attention  مدل   شود،گونه که مشاهده میاست. همان

در  کمتری  نوسانات  و  رسیده  همگرایی  به  بیشتری  سرعت 

نشان موضوع  این  است.  داده  نشان  خود  از  ی  دهندهاعتبارسنجی 

بر ویژگیعمومی توانایی تمرکز آن  بهتر مدل ترکیبی و  های  سازی 

 .ی زمانی استدنبالهتر در مهم
 
 

 
 

 ها نمودار هزینه مدل - 5شكل 

 

 معيارهای ارزیابی  1_5

ارزیابی عملکرد مدل در پیش معیار برای  از دو  بینی مسیر کشتی، 

پرکاربرد در حوزه ی یادگیری ماشین و تحلیل حرکت،  استاندارد و 

استفاده    2نهایی جابجایی و خطای    1یعنی میانگین خطای جابجایی 

پیش دقت  معیار  دو  این  است.  بازهشده  در  را  مدل  مکانی  ی بینی 

 . کنند زمانی آینده بررسی می

فاصله،  یی جابجا  یخطا  نیانگیم نقاط  میانگین  بین  اقلیدسی  ی 

بینی ی زمانی پیشهای واقعی در طول بازهو موقعیت شده بینیپیش

نشان معیار  این  دقتدهندهاست.  تمام    ی  طول  در  مدل  کلی 

 (17. معادله )باشدهای زمانی آینده میگام
 

(17) ADE =  
∑ ∑ ‖P′

t
n

−  Pt
n‖

2

t=tobs+ ∆t
t=tobs+1

N
n=1

N × (∆t − 1)
 

 

 
1 Average Displacement Error (ADE) 
2 Final Displacement Error (FDE) 

N    ،ارزیابی داده  مجموعه  در  مسیر  کل  آخرین   tobsتعداد  زمان 

شده،  نقطه  مشاهده  پیشگام  t∆ی  برای  آینده  زمانی  بینی،  های 

P′
t
n  پیش مسیر  موقعیت  برای  شده  زمان    nبینی  Ptو    tدر 

n 

 باشند. می tدر زمان  nموقعیت واقعی برای مسیر 

نقطهفاصله  ، ییجابجا  یی نها  یخطا آخرین  بین  اقلیدسی  ی ی 

.  کندگیری میی واقعی مسیر را اندازهشده و آخرین نقطهبینیپیش

پیش در  مدل  دقت  میزان  معیار  را  این  کشتی  نهایی  مقصد  بینی 

 ( 18. معادله )دهدنشان می
 

(18) FDE =  
∑ ‖P′

t

n
−  Pt

n‖2
N
n=1

N
, t =  tobs +  ∆t 

 

میانگین خطای   ای کهگونهبه.  این دو معیار مکمل یکدیگر هستند

دهد، در حالی  دقت کلی مدل در طول مسیر را نشان میجایی  جابه

جابه  که نهایی  نقطهجایی  خطای  دقت  نهایی  بر  دارد.   تمرکز ی 

از این دو شاخز، امکان مقایسهاستفاده هم ی کامل و جامع زمان 

 د. سازهای مختلف را فراهم میعملکرد مدل
 

 (متر)  داده تستکل  بينی ها در پيشعملكرد مدل - 2جدول  

 

های  مدل

 استفاده شده

 های زمانی )دقيقه( بازه 

 5 10 30 60 120 

LSTM  8 /714 4 /1۵۵6 6 /19۵4 4 /2۵۵4 2 /3848 

LSTM-

Attention  4 /609 4 /822 8 /1062 9 /1432 3 /2111 

 

 
 

 )متر( ها در ارزیابینمودار مقایسه مدل - 6شكل 

شکل   مقادیر6در  جابه  ،  خطای  نهایی   وجایی  میانگین  خطای 

مدلجایی  جابه دو  در   LSTM-Attention  و  LSTM  برای 

پیشبازه مختلف  زمانی  )های  تا    ۵بینی  ارائه   2دقیقه  ساعت( 

بههمچنین    د.انشده مدل  عملکرد  کل ارزیابی  بر  یکپارچه  صورت 

داده کشتی مجموعه  نوع  اساد  بر  تفکیکی  و  شده  انجام  تست  ی 

 . )ماهیگیری، کانتینری، مسافربری( صورت نگرفته است

  LSTM-Attention  دهد که مدلنتایج حاصل از مقایسه نشان می

پایهبه مدل  به  نسبت  بهتری  عملکرد  معناداری     LSTMی  طور 

افق تمامی  در  است.  مقادیرداشته  زمانی،    FDE و ADE های 
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مدل به  اخ  LSTM-Attention مربوط  این  و  بوده  با کمتر  تلاف 

پیش زمان  مدت  محسود افزایش  بهبینی،  است.  شده  عنوان تر 

زمانی   افق  در  مقدار  2نمونه،  مدل ADE ساعته،    LSTMبرای 

حدود   با  مدل 47برابر  برای  و  با   LSTM-Attention  متر  برابر 

نیز در همین بازه زمانی   FDE متر است. همچنین مقدار 21حدود  

با   LSTM برای حدود    LSTM-Attention  برای  متر و 62برابر 

 . دست آمده استمتر به 32

به خطا  مقادیر  در  توجه  قابل  اختلاف  بازهاین  در  زمانی ویژه  های 

مدل برتری  بیانگر  وابستگی  Attention  بلند،  یادگیری  های  در 

گیری از مکانیزم  های زمانی است. در واقع، بهرهمدت در دادهطولانی

ند اطلاعات مربوط به نقاط کلیدی در موجب شده تا مدل بتوا  توجه

های آتی لحاد کند. بینیگذشته را بهتر استخراج کرده و در پیش

به  مسئله  پیشاین  نظیر  کاربردهایی  در  مقصد کشتیویژه  ها، بینی 

ویژه اهمیت  از  دارد،  بالایی  اهمیت  نهایی  دقت  آن  در  ای که 

است است    .برخوردار  آن  بیانگر  نتایج  این  مجموع،  ترکیب در  که 

در  LSTM معماری توجه  قابل  بهبود  به  منجر  توجه  مکانیزم  با 

از آن دقت پیش استفاده  و  نهایی کشتی شده  بینی مسیر و مقصد 

 . شوددر مسائل مرتبط با تحلیل حرکت دریایی توصیه می
 

 ليو تحل  ج ینتا  -  6

 

 

 

 
 مسير  بينیمقایسه عملكرد دو مدل در پيش - 7شكل 

پیش مسیرهای  بررسی  با  بینیبا  مقایسه  در  مدل  دو  توسط  شده 

واقعی  می(7)شکل    مسیر  مدل  ،  که  کرد  مشاهده  وضوح  به  توان 

دقیق   LSTM-Attention  ترکیبی عملکرد  است  تری توانسته 

پایه مدل  به  مسیرهای   LSTM ینسبت  دهد.  تولیدشده  ارائه 

توسط این مدل نه تنها تطابق بهتری با شکل کلی و نقاط کلیدی 

هایی که تغییرات شدید در جهت حرکت مسیر دارند، بلکه در بخش

می رخ  دقیقکشتی  واکنش  نیز  میدهد  نشان  این تری  دهند. 

نشان  وابستگی  یدهندهموضوع  درک  در  مدل  بیشتر  های توانایی 

پیچیده دنبالهزمانی  در  دادهتر  مسیرهای  ی  دیگر،  سوی  از  هاست. 

اند  در برخی نواحی دچار انحراف از مسیر واقعی شده LSTM مدل

می مدلکه  در  آن  محدودیت  از  ناشی  وابستگیتواند  های سازی 

است که مکانیزم  آن  مؤید  نتایج  این  به طور کلی،  باشد.  بلندمدت 

بخش به  مدل  تمرکز  هدایت  با  مهمتوجه  بهای  ورودی،  بهبود  تر  ه 

   .تر کمک قابل توجهی کرده استبینی در شرایط پیچیدهدقت پیش

دهد که ( نشان می7شده )شکل  بینیبررسی کیفی مسیرهای پیش

به جهتخطاها  تغییر  با  سناریوهایی  در  عمده  ناگهانی طور  یا    های 

ها، مدل گاهی دچار  اند. در این وضعیترفتارهای غیرخطی رخ داده

واکنش   در  به تأخیر  را  تغییر  شدت  یا  نزده شده  تخمین  درستی 

تا    60های زمانی بلندتر )بینی افقویژه در پیشها بهاست. این ضعف

مقدار6شکل    –  دقیقه  120 افزایش  بر  محسوسی  تأثیر   ) FDE 

 . اندداشته 
 

 
 

 ميزان تاثير هر ویژگی در یادگيری مدل  - 8شكل 
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روش  از  پیشنهادی،  مدل  در  ویژگی  هر  تأثیر  میزان  تحلیل   برای 

SHAP  است شده  تفسیر   SHAP.  استفاده  چارچوب  پذیری یک 

های مشارکتی است که هدف آن تخصیز ی بازیمبتنی بر نظریه 

می مدل  نهایی  تصمیم  در  ویژگی  هر  سهم  این .  باشدمنصفانه  در 

می فرض  بازی روش،  یک  در  بازیکن  یک  مانند  ویژگی  هر  شود 

عنوان پاداش بازی در نظر گرفته مشارکتی است، و خروجی مدل به

دهد که آن ویژگی  برای هر ویژگی نشان می  SHAP  شود. مقدارمی

پیشبه تغییر  در  چقدر  مستقل،  مقدار  صورت  به  نسبت  مدل  بینی 

با    پایه مقدار  این  است.  داشته  تمامی نقش  گرفتن  نظر  در 

ویژگیزیرمجموعه  از  ممکن  میهای  محاسبه  از ها  را  آن  که  شود، 

می تفسیرپذیر  و  منصفانه  اثبات،  قابل  کاملا   ریاضی  در   .سازدنظر 

مقادیر مطالعه،  داده SHAP این  مجموعه  محاسبه برای  تست  ی 

بهشده ویژگی  هر  برای  مقادیر  این  قدرمطلق  میانگین  و  عنوان اند 

پیش  شاخز در  آن  اهمیت  قرار کلی  استفاده  مورد  مسیر  بینی 

 .گرفته است

در  همان که  می SHAP نتایج   ،8شکل  طور  عرض مشاهده  شود، 

تصمیم در  را  سهم  بیشترین  جغرافیایی  طول  و  گیری جغرافیایی 

پیش برای  نیز مدل  مفهومی  نظر  از  مسئله  این  دارند.  مسیر  بینی 

بنیان اصلی    موقعیت مکانی فعلی کشتیقابل توجیه است، چرا که  

ادامه تخمین  و  حرکت  جهت  می تعیین  مسیر  ویژگیی  های  باشد. 

چرخش نرخ  و  شتاب  نظیر  خروجی   دینامیکی  بر  مهمی  تأثیر  نیز 

به دارند،  ناگهانی مدل  توقف  یا  تغییر جهت  ویژه در مسیرهایی که 

می به.  افتد اتفاق  موج  ارتفاع  دیگر،  سوی  عا از  یک  مل  عنوان 

موضوع  این  است.  داشته  مدل  در  بالایی  نسبتا   اهمیت  محیطی، 

ها را دهد که مدل به شرایط دریایی نیز حساد بوده و آننشان می

ویژه در نواحی پرتلاطم که  به.  کندهای خود لحاد میبینیدر پیش

 .ممکن است کشتی مجبور به تغییر مسیر یا کاهش سرعت شود

هایی بوده که اهمیت یکی از ویژگیچه  در نهایت، نوع کشتی نیز گر

پوشی نیست. تفاوت ، اما همچنان نقش آن قابل چشمکمتری داشته

ویژگی نحوهدر  و  فیزیکی  کشتیهای  حرکت  مختلفی  به   های 

آن حرکتی  رفتار  در  میوضوح  تأثیر  به ها  موفق  مدل  و  گذارد، 

 . شناسایی این الگوها شده است

می نشان  نتایج  مدلاین  که  نه  دهد  متغیرهای پیشنهادی  به  تنها 

های موقعیتی وابسته است، بلکه توانایی درک تأثیر ترکیبی ویژگی

 واقعی   کاربردهای  برای  که  اینکته   ،دینامیکی و محیطی را نیز دارد

 .است اهمیت حائز بسیار دریایی  حرکت بینیپیش در
 

 ندهیآ یو کارها  ی ريگجهينت  -  7

و مکانیزم  LSTM یترکیبی مبتنی بر شبکهدر این پژوهش، مدلی 

ها ارائه شد. هدف اصلی، افزایش  بینی مسیر کشتیبرای پیش  توجه

پیش پیچیدهدقت  نتایج بینی در شرایط  بود.  و محیطی  ی حرکتی 

ترکیبی مدل  که  داد  نشان  به   LSTM-Attention  تجربی  نسبت 

پایه بهLSTM  یمدل  عملکرد  داده    ،  ارائه  بهتری  است.  مراتب 

میانگین خطای جابجایی به میزان    طور خات، کاهش  و    ٪۵/44به 

 LSTM نسبت به مدل  ٪2/39به میزان    کاهش خطای نهایی مسیر

با   نقاطی  در  توانست  ترکیبی  مدل  این،  بر  علاوه  شد.  حاصل 

توقفچرخش  یا  تند  دقیقهای  مسیر  ناگهانی،  به های  نسبت  تری 

تحلیل  داده کند.  تولید  واقعی  ویژگیی  ااهمیت  استفاده  با  ز  ها 

SHAP  ویژگی ترکیب  که  داد  نشان  و  نیز  دینامیکی  مکانی،  های 

 . گیری مدل داردمحیطی تأثیر قابل توجهی در تصمیم

فرصت همچنان  پیشنهادی،  مدل  بالای  دقت  وجود  برای با  هایی 

دارد آینده وجود  در  عملکرد  از مدل.  بهبود  بر    یمبتن  یهااستفاده 

مدل،  1ترنسفورمر  بهرهاین  با  سطوح ها  در  توجه  مکانیزم  از  گیری 

توانند مدت، میهای طولانیتر و توانایی بالا در درک وابستگیعمیق

برای قدرتمند  از .  باشند LSTM جایگزینی  مدل  دقت  افزایش 

از داده طریق بهره  تر، نظیر جهت و سرعت های محیطی غنیگیری 

دمای سطح آب و عمق بستر دریا های سطحی و عمقی،  باد، جریان

به  مدل  گسترش  همچنین،  است.  آتی  بهبود  مسیرهای  جمله  از 

ترافیک  که تعامل میان کشتی  2ساختارهای چندعاملی  ها، وضعیت 

پدیده و  میدریایی  بگیرد،  نظر  در  را  جمعی  رفتاری  به  های  تواند 

واقعبینیپیش کاربردیگرایانههای  و  متر  پیچیده  شرایط  در  نجر تر 

 .شود

های  توجهی در حوزهتواند تأثیرات قابلنتایج حاصل از این مدل می

ایمنی  و  امنیت  حوزه  در  باشد.  داشته  دریانوردی  صنعت  کلیدی 

پیش قابلیت  افزایش  و  تصادفات  احتمال  کاهش  به  بینی دریایی، 

کند. در زمینه  مسیر در شرایط پرترافیک یا نامساعد جوی کمک می

ناوبری،  و  سیستممی  هدایت  پشتیبان  عنوان  به  های  تواند 

مسیرکمک و  بنادر ناوبری  توسعه  در  کند.  عمل  هوشمند  یابی 

داده پیشهوشمند،  بهینهشدهبینیهای  مدیریت  امکان  مدل  ی ی 

کشتی خروج  و  میورود  فراهم  را  حوزه ها  در  همچنین،  آورد. 

گیری گذاری و حکمرانی، این مدل ابزاری مؤثر برای تصمیمسیاست

دریایی  کلان  راهبردهای  تدوین  و  ترافیک  کنترل  زمینه  در  بهتر 

می فناوریفراهم  زمینه  در  نهایت،  در  مانند سازد.  نوین  های 

تواند های دریایی و شناورهای بدون سرنشین نیز، این مدل میربات

سامانه از  بخشی  عنوان  تصمیمبه  و  مسیریابی  هوشمند  گیری های 

گی قرار  استفاده  مهم.ردمورد  از  محدودیتیکی  اعمال ترین  های 

، محدودیت در دسترسی عمومی به ایرانچنین پژوهشی در کشور  

هاست. با وضوح بالا و پوشش کامل مسیرهای کشتی  AIS  های داده

ما در   دادهکشور  کشتی،  مکانی  موقعیت  دقیق  دلایل  های  به  ها 

رسمی یا  امنیتی، تجاری یا حریم خصوصی، تنها در اختیار نهادهای  

 
1 Transformer 
2 Multi-agent 
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میشرکت باعث  مسأله  این  دارند.  قرار  خات  فرآیند  های  شود 

های یادگیری های کافی برای آموزش و ارزیابی مدلآوری دادهجمع 

های هایی مانند دادهاگرچه گزینه  .عمیق با چالش جدی مواجه شود

ماهوارهسازی شبیه  منابع  یا  عمومیشده  وجود  (  Spire)نظیر    ای 

اما   شبیهدادهدارند،  واقعسازیهای  فاقد  در شده  کافی  گرایی 

کشتی پیچیده  رفتارهای  دادهبازنمایی  و  هستند  ماهوارهها  ای های 

ی خام، و پوشش دلیل نرخ پایین ثبت، نبود دسترسی به دادهنیز به

مدل آموزش  برای  را محدود،  لازم  کفایت  عمیق  یادگیری  های 

ت منابع  از  استفاده  همچنین،  مانند ندارند.    MarineTraffic  جاری 

 . های دانشگاهی خارج استهای بالا، از دسترد پروژهدلیل هزینهبه
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