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بینی وقوع بینی وقوع امواج سهمگین دشوار است. پیشبه دلیل ماهیت پیچیده تصادفی و غیر خطی امواج، پیش

تحقیق ارائه یک روش تواند تا حد زیادی از بروز خسارات جانی و مالی بکاهد.  هدف از این امواج سهمگین می

کاوی های دادهبینی وقوع امواج سهمگین از روی متغیرهای هواشناسی با استفاده از روشترکیبی برای پیش

بندی کننده است. برای بررسی کارایی مدل ارائه شده از عصبی مصنوعی دسته ضریب داده پرت محلی و شبکه

دو  41004و  41041های شماره ی سه سال از ایستگاههای تاریخی متغیرهای هواشناسی برداشت شده طداده

استفاده شده است. ابتدا با استفاده از روش ضریب داده پرت  Irene (2011)و  Dean (2007)طوفان مشهور 

های این روش برای آموزش شبکه عصبی استفاده شده محلی امواج سهمگین شناسایی شده، سپس از خروجی

مع آوری شده برای مرحله آموزش و از مابقی برای مرحله آزمون مدل بکار رفته های جدرصد داده 80است. از 

های آموزشی و آزمون روی داده از معیارهای متداول بررسی عملکرداست. کارایی روش ارائه شده با استفاده 

غیرهای بینی وقوع امواج سهمگین از روی متبررسی شد؛ نتایج بیانگر عملکرد مناسب روش پیشنهادی در پیش

 رسید. %99به طوری که برای هر دو مجموعه داده مورد بررسی دقت میانگین به  هواشناسی است
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 Extreme wave height prediction is very challenging due to its very high non-stationarity and non-

linearity nature. The main aim of the present study is to propose a new hybrid method based on 

Local Outlier Factor and Artificial Neural Networks classifier, called LOF-ANN, to accurate 

prediction of extreme wave height occurrence using historical meteorological data. In this study to 

create models two major hurricanes Dean 2007 and Irene 2011at two locations (NDBC wave 

buoys stations: http://www.ndbc.noaa.gov) namely; 41004, 41041 in the Gulf of Mexico, is used. 

TO detect extreme waves, LOF method is used. The outputs of this method are considered as 

ANN targets. Extreme and normal waves are considered as Class 0 and class 1, respectively. The 

inputs of ANN models are historical metrological data, including: Wind direction (WDIR), Wind 

speed (WSPD), Sea level pressure (PRES), Air temperature (ATMP), and Sea surface temperature 

(WTMP). To create and evaluation of models, the input data sets are randomly divided into 

training (80%) and test set (20%). The performance of created models is evaluated using three 

popular criteria Root Mean Square Error (RMSE) and Receiver Operating Characteristic (ROC) 

and accuracy parameter. The experiment results show that the proposed method is able to predict 

the occurrence of extreme wave heights with height accuracy (up to 99%). 
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 مقدمه -1

فرایند فیزیکی تولیدد امدواج در دریدا بسدیار پیچیدده، غیدر ایسدتا، 

هدای قابدل توجده در غیرخطی و تصادفی است. بدا وجدود پیشدرفت

های ارائه شده کاملا دقیدق نبدوده و در حلهای محاسباتی، راهروش

بسیاری از موارد قابل تعمیم به نواحی دیگر با شرایط موج متفداوت 

بینی آن به خصوص نیست. به همین دلیل فرآیند تولید موج و پیش

فانی تا کنون آن گونه که بایدد شناسدایی در شرایط حاد و امواج طو

بینی شرایط ایجاد امواج بده نشده و ناشناخته باقی مانده است. پیش

خصوص امواج سهمگین از چندین سداعت تدا چنددین روز قبدل از 

هدای تواند از ایجداد خسدارتوقوع آن بسیار حائز اهمیت بوده و می

هدای له در دههجانی و مالی جلوگیری کند. به همین دلیل این مسئ

اخیر به یکی از مهمترین مسائل تحقیقاتی در مهندسدی سدواحل و 

 دریا بدل شده است.

-گویی امواج، مبتنی بدر یدک سدری از سدادههای سنتی پیشروش

های پدارامتری و یدا عدددی قابدل ها بوده و با استفاده از روشسازی

یی هاهای پارامتری با مشخص بودن مشخصهانجام هستند. در روش

نظیر سرعت باد در یک ارتفداع معدین از سدطر دریدا، طدول حدوزه 

بادخیز، مدت زمان وزش باد، و یک سری از فرضیات دیگر ارتفداع و 

هدای پریود امواج به صدورت صدریر قابدل محاسدبه اسدت. در روش

عددی با حل معادلات موج و اعمال شرایط مرزی مشخصدات مدوج 

مشخص بدودن یدک سدری از ها نیازمند شود. این روشمحاسبه می

و هواشناسی هسدتند. بدا ایدن شناسی مربوط به اقیانوسپارامترهای 

[. 1های عدددی بیشدتر اسدت  حال در بسیاری از مواقع دقت روش

بینی امواج و وقدوع های طیفی برای پیششماری از محققان از مدل

، 2اند  رویدادهای حاد به خصوص شرایط بحرانی دریا استفاده کرده

های نسل سوم موج را برای شناسایی شدرایط [ مدل5، 4. اخیرا  [3

هدای اندد. محققدان از روشبحرانی اقیانوس اطلس شمالی بکار برده

، مددل 1آمار کلاسیک مثل مدل خدود همبسدته میدانگین متحدر 

نیدز  3و فیلتدر کدالمن 2میانگین متحر  جمع بسته خود همبسدته

هدا [. این روش6اند  ه کردهبینی موج و تحلیل آن استفادبرای پیش

سازی خواص دینامیک و غیدر خطدی هایی در مدلدارای محدودیت

هدای محاسدبات ندرم های زمانی موج هستند. استفاده از روشسری

های که مبتنی بر عدم قطعیت هستند، جایگزین مناسبی برای روش

هددای محاسددبات نددرم برخواسددته از آمدداری کلاسددیک اسددت. روش

لوم نوین کامپیوتر بوده که به دلیل استوار بدودن بدر های عپیشرفت

عدددم قطعیددت، سددادگی کدداربرد و قابلیددت در نظددر گددرفتن خددواص 

دینامیک و غیر خطی موج در میان محققان علوم دریایی به جایگداه 

 شدودیندرم را مد محاسدباتای دست یافته اسدت. و محبوبیت ویژه

و در  ل،یدتحل ،یسدازدانست که مدل یعلم دیجد یهاحاصل تلاش

 بیشدتری تیرا با سهولت و موفق دهیچیپ یهاستمیکنترل س تینها

 دید، باعلدوم ندرم یهاشاخه نیتر. به عنوان مهمسازدیم ریپذامکان

 ،یمنطددق فددازکدداوی، یددادگیری ماشددین، هددوش محاسددباتی، داده

طدی  .بدردم را نا های تکاملیتمیو الگور ،یمصنوع یعصب یهاشبکه

های عصبی بدرای تحلیدل و محققان زیادی از شبکهدو دهه گذشته 

[ مدروی جدامع بدر 11[. در  10-7اند  بینی امواج بهره گرفتهپیش

کاربردهای شبکه عصبی در مهندسی دریا ارائه شده است. شدماری 

های عصبی با با یدک یدا چندد روش از محققان روش ترکیبی شبکه

فدازی و غیدره را بدرای های های تکاملی، سیستمدیگر مثل الگوریتم

[. تمدامی ایدن 15-12اندد  های موج بکار بدردهسازی مشخصهمدل

-های محاسبات ندرم در مددلتحقیقات بیانگر توانایی مناسب روش

 سازی شرایط پیچیده امواج هستند.

همانگونه که به طور مختصر در بالا بیان شد، تا کنون توجه بیشدتر 

سازی شرایط امدواج نی و مدلبیتحقیقات انجام شده متکی بر پیش

در حالت عادی و شرایط نرمال بوده است. این موضدوع بددین علدت 

-سازی امواج در شرایط نرمال بسیار سادهبینی و مدلاست که پیش

تر از شرایط بحرانی مثل امواج طوفانی است. شناخت ماهیت امدواج 

طوفانی به دلیل افزایش خاصیت تصادفی و غیدر خطدی ایدن امدواج 

فزایش دشوارتر از شرایط نرمال است و در تحقیقات بسیار کمتر به ا

تواندد بدرای آن توجه شده است. وقوع امواج سهمگین و طوفانی می

های ساحلی و دور از ساحل و شناورها بسیار خطرنا  باشد. از سازه

هدا ضدرروی اسدت. بدا بینی وقدوع آناینرو ارائه راهکاری برای پیش

یخی هواشناسدی و ارتفداع امدواج یدک منطقده های تداربررسی داده

بیندی توان وقوع امواج سهمگین را تا حد قابل قبولی پیشخاص می

بیندی کرد. هدف از این تحقیق ارائه یک روش ترکیبی بدرای پدیش

با اسدتفاده  یهواشناس یرهایمتغ یرووقوع امواج سهمگین از روی 

، 16 ،17  (LOF) 4کاوی ضریب داده پدرت محلدیهای دادهاز روش

[ 19 ( ANN) 5بنددی کننددهعصبی مصنوعی دسدته و شبکه[ 18

های شناسدایی داده ترین الگوریتمیکی از معروف LOFاست. روش 

نامتعارف در یادگیری ماشین است کده از یدادگیری نظدارت نشدده 

کندد. در ها استفاده مدیبرای شناسایی الگوهای غیر متعارف در داده

بدرای شناسدایی امدواج سدهمگین اسدتفاده  این تحقیق از این روش

شده است. موج سهمگین موجی در نظر گرفته شدده کده بده طدور 

ای قابل توجهی از الگوی نرمال جامعه آماری طبعیت نکرده به گونده

هدا که اینگونه برداشت شود که با یدک روندد متفداوت از سدایر داده

جی کده در تولید شده است. بنابراین با توجده بده ایدن تعریدو امدوا

فاصله قابل توجه دورتری از سایر امواج قرار گرفتده باشدند و تدراکم 

ها ناچیز باشد، به عنوان کاندیدای مدوج سدهمگین در همسایگی آن

های ارتفاع موج داده LOFهای الگوریتم اند. ورودینظر گرفته شده

-مشخصه از نواحی مورد بررسی است. با استفاده از ایدن روش داده

فاع امدواج در دو کدلاس سدهمگین )کدلاس اول( و کدلاس های ارت

هدای روش شدوند. از خروجدیمدیبنددی عادی )کلاس دوم( دسدته

LOF بندی کنندده های هدف در شبکه عصبی دستهبه عنوان داده
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هدای یدک بندی قرار دادن نموندهاستفاده شده است. هدف از دسته

تعیین شده )هدف( های( از پیش های )کلاسدر گروهمجموعه داده 

بیندی، هددف بندی بدر خدلاف مسدائل پدیشاست. در مسائل دسته

های عصدبی هدم بینی مقدار یک متغیر گسسته است. از شبکهپیش

بیندی مسدائل پیوسدته و هدم مسدائل گسسدته توان برای پدیشمی

سازی با استفاده از شبکه عصبی نیازمند آمدوزش استفاده کرد. مدل

عصبی نیازمند تعیین پارامترهای شدبکه شبکه است. آموزش شبکه 

هدای ورودی و هددف و مجموعه داده آموزشی است که خود به داده

شود. پارامترهای شدبکه معمدولا بدا آزمدون و خطدا بندی میتقسیم

هددای هددای ایجدداد شددده دادهشددوند. در تمددامی مدددلانتخددام مددی

هواشناسی )جهت باد، سرعت باد، ارتفاع موج مشخصه، فشار سدطر 

هدای شدبکه و دریا، دمای هوا و دمای سطر دریا( به عندوان ورودی

های امواج )سهمگین و عادی( به عندوان خروجدی شدبکه در کلاس

تدوان از اند. پس از آموزش شبکه به طور بهینه، مدینظر گرفته شده

بینی وقوع امواج سهمگین استفاده کرد، بدین صدورت آن برای پیش

به عنوان ورودی به شبکه داده شدده  های هواشناسی جدیدکه داده

تواند مربوط به وقدوع یدک ها میکند که این دادهو شبکه تعیین می

-موج سهمگین و یا یک موج عادی باشد. در این تحقیق برای مددل

های تاریخی هواشناسی برداشت شده طی سه سدال از سازی از داده

 Deanدو طوفدان مشدهور  41004و  41041های شدماره ایستگاه

 استفاده شده است. Irene (2011)و  (2007)

این مقاله بدین صورت است: در بخدش بعدد جزئیدات  رئوس مطالب

 3. سدپس در بخدش شدودها تشریر مدیمنطقه مورد مطالعه و داده

عصبی  کاوی ضریب داده پرت محلی و شبکههای دادهجزئیات روش

هدای ایجداد بندی کننده ارائه شده است. نتایج مددلمصنوعی دسته

بیدان شدده و در نهایدت  4ها  در بخش شده و بحث در خصوص آن

 گیری به پایان رسیده است.تحقیق با ارائه نتایج در بخش نتیجه
  

  هامنطقه مورد مطالعه و داده -2

همانگونه که در بخش مقدمه بیان شدد، تمرکدز تحقیدق حاضدر بدر 

بینی امواج طوفانی و سهمگین )ارتقاع مدوج مشخصده( اسدت. پیش

در  Irene (2011)و  Dean (2007)بدین منظور دو طوفان مشهور 

خلیج مکزیک مورد توجه قرار گرفته اسدت. بیشدترین ارتفداع مدوج 

هدا ثبدت های آمریکا در این طوفانمشخصه ثبت شده در تمامی آم

ین دو طوفان مورد توجه شده است، به همین دلیل در این تحقیق ا

[ NOAA  20ها در سدایت قرار گرفته است. مسیر گذر این طوفان

دهندده ایدن اسدت کده ایدن مسدیر بده ترسیم شده است که نشدان

در خلیج مکزیک  41041و  41004گیری شماره های اندازهایستگاه

هدای بسیار نزدیک است. بده همدین دلیدل در تحقیدق حاضدر داده

-ن دو ایستگاه استفاده شده است. جزئیات طوفانبرداشت شده از ای

های ارائه شده است. از داده 1و شکل  1ها در جدول ها و مکان بویه

(، WSPD(، سدرعت بداد )WDIRتاریخی هواشناسی )جهدت بداد )

(، دمدای PRES(، فشار سطر دریا )WVHTارتفاع موج مشخصه )

در  (( ثبت شده ساعتیWTMP( و دمای سطر دریا )ATMPهوا )

ها استفاده شده اسدت. در طول سه سال برای آموزش و آزمون مدل

و ارتفداع امدواج  های آماری متغیرهای هواشناسیمشخصه 2جدول 

های آزمدون ارائده شدده های آموزشی و دادهمورد بررسی برای داده

 است.

 

 [20] بررسیهای مورد ها و طوفانبویهمشخصات  -1جدول 
 

 گیریبازه اندازه مکان ایستگاه ایستگاه بازه وقوع طوفان ردیو

1 Dean  13  41041 2007آگوست  23تا 
( W"55'4°46 N "43'19°14 )W 082/46 N 

329/14 
 2007تا  2005

2 Irene 20  41004 2011آگوست  28تا 
( W"58'5°79 N "2'30°32 )W 099/79 N 

501/32 
 2011تا  2009

 

 مورد بررسیهای آماری متغيرهای هواشناسی مشخصه -2جدول 

 Dean (2007)طوفان  (:الف)
 

 متغیر
 نمونه( 3809) مجموعه داده آزمایشی  نمونه( 4835مجموعه داده آموزشی )

 انحراف معیار میانگین بیشترین کمترین  انحراف معیار میانگین بیشترین کمترین

0/0 جهت باد )درجه(  359 64/86  05/33   0/0  355 47/86 34/33 

1/0 سرعت باد )متر بر ثانیه(  3/19  02/7  95/1   0/0  9/18 97/6 99/1 

92/0 ارتفاع موج مشخصه )متر(  7/6  00/2  49/0   96/0 87/6 99/1 49/0 

7/1005 فشار سطر دریا )هکتو پاسکال(  5/1020  33/1014  96/1   8/1005 8/1020 27/1014 94/1 

2/22 )سلسیوس(دمای هوا   3/29  40/26  02/1   7/21 5/29 43/26 00/1 

8/29 25 دمای سطر دریا )سلسیوس(  10/27  92/0   25 30 13/27 89/0 

 

 [
 D

O
I:

 1
0.

29
25

2/
m

ar
in

ee
ng

.1
5.

30
.2

3 
] 

 [
 D

O
R

: 2
0.

10
01

.1
.1

73
57

60
8.

13
98

.1
5.

30
.2

.2
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 m
ar

in
e-

en
g.

ir
 o

n 
20

26
-0

2-
07

 ]
 

                             3 / 18

http://dx.doi.org/10.29252/marineeng.15.30.23
https://dor.isc.ac/dor/20.1001.1.17357608.1398.15.30.2.2
http://marine-eng.ir/article-1-703-fa.html


 بندی کنندهامواج سهمگین مبتنی بر متغیرهای هواشناسی با استفاده از روش ترکیبی الگوریتم ضریب داده پرت محلی و شبکه عصبی دستهبینی وقوع / پیشو همکاران  کیومرث محمودی
 

26 

 

 

 Irene (2011)طوفان  (:ب)
 

 متغیر
 نمونه( 3) مجموعه داده آزمایشی  نمونه( 3مجموعه داده آموزشی )

 انحراف معیار میانگین بیشترین کمترین  انحراف معیار میانگین بیشترین کمترین

 87/97 18/181 360 1  77/97 71/180 360 1 جهت باد )درجه(

 12/3 45/6 8/21 0  12/3 45/6 1/21 0 سرعت باد )متر بر ثانیه(

 65/0 25/1 29/6 28/0  66/0 25/1 48/7 29/0 ارتفاع موج مشخصه )متر(

 82/5 19/1017 7/1034 7/992  82/5 19/1017 1/1035 9/994 فشار سطر دریا )هکتو پاسکال(

 55/6 70/20 7/30 5/0  55/6 70/20 9/30 5/0 دمای هوا )سلسیوس(

 39/4 03/23 2/32 3/14  39/4 03/23 5/31 3/14 دمای سطر دریا )سلسیوس(

 

 
 Dean (2007)طوفان مسير عبور  (:الف)

 

  
 Irene (2011)طوفان مسير عبور  (:ب)

 

 [20های مورد بررسی ]ها )مشخص شده با علامت دایره( و مسير عبور طوفانمكان بویه -1 شكل
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 هاروش -3
 روش ضریب داده پرت محلی -3-1

های نامتعارف )پرت، ناهنجار یا غیدر نرمدال( در یدک شناسایی داده

اسدت. محققدان تدا کداوی ای پرکاربرد از علدم دادهپایگاه داده شاخه

ها ارائه های متعددی را برای شناسایی این دسته از دادهکنون روش

های آماری، مبتنی ها به روشبندی این روشاند. در یک دستهکرده

بنددی بندی و مبتنی بدر چگدالی تقسدیمبر فاصله، مبتنی بر خوشه

های آماری مبتنی بر برآورد پارامترهای آماری مثدل شوند. روشمی

هدا معمدولا بدا هدا هسدتند. ایدن روشیانگین، میانه، و توزیدع دادهم

های تک بعدی کاربرد دارند و با افزایش ابعاد و انددازه مجموعه داده

های مبتنی بدر دهند. روشمجموعه داده کارایی خود را از دست می

-ها نرمال و غیر نرمال بودن آنگیری فاصله بین دادهفاصله با اندازه

هدا را در بنددی دادههای مبتنی بر خوشهکنند. روشین میها را تعی

شدوند کده ها به نحوی ایجاد میدهند. خوشهتعدادی خوشه قرار می

های واقع شده در یک خوشه بیشترین شباهت را به یکددیگر، و داده

هایی که به های دیگر داشته باشند. دادهکمترین شباهت را با خوشه

های با تعداد نداشته و یا عضوی از خوشهها تعلق هیچ یک از خوشه

های غیر ها( باشند به عنوان دادهعناصر اند  )نسبت به سایر خوشه

های مبتنی بدر تخمدین چگدالی شوند. روشنرمال در نظر گرفته می

گیری چگالی همسایگی هر داده نرمال و یا غیر نرمال بدودن با اندازه

هر چه تمرکدز همسدایگی  هاکنند. در این روشها را مشخص میآن

-تر )تعداد دادهیک داده بیشتر باشد و آن داده در یک فضای چگال

های واقع شده در همسایگی آن بیشدتر باشدد( قدرار گرفتده باشدد، 

یابد. عکس این مطلب نیز برقدرار احتمال نرمال بودن آن افزایش می

های مبتنی بر چگالی معمولا قابدل کداربرد بدا مجموعده است. روش

های چندد بعددی بدوده و افدزایش انددازه مجموعده داده تداثیر ادهد

 ها ندارد. آنچنانی بر عملکرد آن

هددای یکددی از روش [18، 17، 16  یداده پددرت محلدد یبروش ضددر

معروف تشخیص داده نامتعارف مبتنی بر تخمین چگالی محلدی در 

هددای یددادگیری ماشددین اسددت. ایددن روش قددادر بدده شناسددایی داده

های چند بعدی است. روش ضدریب داده ر مجموعه دادهنامتعارف د

بدا توجده بده  ایدرجده عضدوی از مجموعده دادهبه هر پرت محلی 

ایدن درجده ضدریب . دهددآن نسبت می های محلیچگالی همسایه

به میزان ایزولده . این ضریب شودنامیده می (𝐿𝑂𝐹) داده پرت بودن

 ،شدودآن مقایسه مدیهای محلی بودن یک داده وقتی که با همسایه

محاسدبه شدده بدرای  𝐿𝑂𝐹در حالت کلی اگر ضریب  بستگی دارد.

تواند کاندیدای (، آن داده می1یک داده زیاد باشد )معمولا بیشتر از 

 یک داده غیر نرمال باشد.

قبل از تشریر الگوریتم ضریب داده پرت محلدی، پارامترهدای مدورد 

چندد داده  𝑞و  𝑜 ،𝑝، دهه دامجموعد 𝐷 شدوند.استفاده معرفدی مدی

اسدت کده عدد صحیر مثبدت  یک 𝑘اند و واقع شده 𝐷که در نمونه 

,𝑑(𝑝 .شودتوسط کاربر انتخام می 𝑞)  فاصله بدینگیری اندازهتابع 

 .گیری فاصدله باشددتواند هر تابع اندازهکه می است 𝑞و  𝑝 هایداده

در این تحقیق از تابع اقلیدسی استفاده شده است. مراحل محاسدبه 

 به شرح زیر است: 𝑝داده  𝐿𝑂𝐹ضریب 

 𝑝امین همسایه  𝑘گام اول: محاسبه فاصله 

از آن  𝑝امین همسایه نزدیدک  𝑘فاصله  𝑝 ،𝑘𝑑𝑖𝑠𝑡(𝑝)برای هر داده 

تدا همسدایه  𝑘توان ابتدا فاصدله است. برای محاسبه این پارامتر می

 𝑘𝑑𝑖𝑠𝑡(𝑝)امین فاصله را به عندوان  𝑘را پیدا کرد، سپس  𝑝نزدیک 

هدایی هسدتند کده در های یک داده، دادهتا همسایه 𝑘انتخام کرد. 

تری نسدبت بده آن داده واقدع شدده باشدند. در واقدع فاصله نزدیک

شدوند دارای دو واقدع مدی 𝑝تا فاصله همسایگی 𝑘 هایی که در داده

 ژگی هستند:وی

,𝑑(𝑝تددا داده   𝑘بددرای حددداقل  (الددو 𝑜′)  ≤   𝑑(𝑝, 𝑜), 𝑜′ ∈

 𝐷 \{𝑝}. 

𝑘بدددرای حدددداکثر  (م − ′𝑜داده   1 ∈ 𝐷\{𝑝}, 𝑑(𝑝, 𝑜′)   <

  𝑑(𝑝, 𝑜). 

را  𝑝تخمینددی از چگددالی همسددایگی اطددراف  𝑘𝑑𝑖𝑠𝑡(𝑝)بنددابراین  

 کند.مشخص می

 𝑝 6امین فاصله  𝑘گام دوم: پیدا کردن همسایگی 

کمتدر و یدا مسداوی  𝑘𝑑𝑖𝑠𝑡(𝑝)، از 𝑝ای کده فاصدله آن از هر داده 

گیرد. ایدن تعریدو بده قرار می 𝑝امین فاصله همسایگی  𝑘باشد، در 

 شود:صورت زیر ارائه می
 

(1) 𝑁𝑘(𝑝)  =  {𝑞 ∈  𝐷 \{𝑝} | 𝑑(𝑝, 𝑞)  ≤ 𝑘𝑑𝑖𝑠𝑡(𝑝)} 
 

 𝑜 7نسبت به داده  𝑝گام سوم: محاسبه چگالی دسترسی داده 

، چگدالی 𝑝تدا فاصدله همسدایگی  𝑘واقدع شدده در  𝑜برای هر داده 

 شود:به صورت زیر تعریو می 𝑜نسبت به داده  𝑝دسترسی 
 

(2) 𝑟𝑒𝑎𝑐ℎ𝑘(𝑝, 𝑜)  =  𝑚𝑎𝑥{𝑘𝑑𝑖𝑠𝑡(𝑜), 𝑑(𝑝, 𝑜)} 
 

𝑘 فاصدله دسترسدی بده ازاینشان دهنده مثدالی از   2شکل  = 4 

است. همان طور که در این شکل نددشان داده شدددده اسددت، اگدر 

، چگدالی (در شدکل 𝑝2واقع شده باشد ) 𝑘𝑑𝑖𝑠𝑡(𝑜)خارج از  𝑝داده 

,𝑑(𝑜دسترسی برابر فاصله بین آنها است، یدعددنی  𝑝2) حدال اگدر .

کل(، چدددگالی در شدد 𝑝1بددداشد )کمتددر  𝑘𝑑𝑖𝑠𝑡(𝑜)فاصددله آنهددا از 

 .است 𝑘𝑑𝑖𝑠𝑡(𝑜)دسدترسدی برابر 
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𝒌مثالی از چگالی دسترسی به ازای  -2 شكل = 𝟒 

 

 𝑝 8محاسبه چگالی دسترسی محلی ارم: هگام چ

تدا  𝑘، معکوس میانگین چگالی دسترسی 𝑝چگالی دسترسی محلی 

 است: 𝑝های نزدیک همسایه
 

(3) 𝑙𝑟𝑑𝑘(𝑝) = [
|𝑁𝑘(𝑝)|

∑ 𝑟𝑒𝑎𝑐ℎ𝑘(𝑝, 𝑜)𝑜𝜖𝑁𝑘(𝑝)

] 

 

از چگالی دسترسی محلی آن اسدتفاده  𝑝برای محاسبه چگالی داده 

 𝐿𝑂𝐹توان ضریب با استفاده از چگالی دسترسی محلی می شود.می

 را محاسبه کرد.

 𝑝گام پنجم: محاسبه ضریب داده پرت محلی 

برای تشخیص نرمال و یا عدم نرمال بودن یک داده  𝐿𝑂𝐹ضریب  از

هدای چگدالی دسترسدی میانگین نسبت 𝐿𝑂𝐹(𝑝)شود. تفاده میاس

 است:آن های تا همسایه 𝑘و  𝑝محلی 
 

(4) 
𝐿𝑂𝐹𝑘(𝑝) =

∑
𝑙𝑟𝑑𝑘(𝑜)
𝑙𝑟𝑑𝑘(𝑝)𝑜𝜖𝑁𝑘(𝑝)

|𝑁𝑘(𝑝)|
 

 

 1محاسبه شده برای یک داده عددی بزرگتر از  𝐿𝑂𝐹هرچه ضریب 

 یابد.میداده افزایش شود، احتمال غیر نرمال بودن آن 
 

 بندی کنندههای عصبی مصنوعی دستهشبكه -3-2

هدای ترین روشهای عصبی مصنوعی از پرکاربردترین و عملیشبکه

هدا تدوان از آنسازی مسائل پیچیده و غیر خطی هستند که میمدل

بندی )که خروجی یک دسدته اسدت( یدا مسدائل برای مسائل دسته

مورد اسدتفاده قدرار  رگرسیون )که خروجی یک مقدار عددی است(

-های مبتنی بر شبکه عصدبی، بهدرهگیرند. اساس عملکرد الگوریتم

هدا از شدمار گیری از سیستم عصبی مغز انسان است. ایدن سیسدتم

زیادی عناصر بهم پیوسته که وظیفه پردازش اطلاعات را بدر عهدده 

شدود. اند که بده ایدن عناصدر ندورون گفتده مدیدارند، تشکیل شده

-سازی انجام مدیها بوسیله تابع فعالعات توسط نرونپردازش اطلا

ای که قدرار اسدت بوسدیله سازی بر اساس نوع مسألهشود. تابع فعال

شدود . شبکه عصبی حل شود، از سدوی طدراح شدبکه انتخدام مدی

دهند. به طور کلی تقریباً ها یک لایه را شکل میای از نرونمجموعه

 [:21است   هر شبکه عصبی از سه لایه تشکیل شده

 گیرندد. های ورودی مسئله در این لایه قرار میلایه ورودی: داده

 هر گره در این لایه معادل یکی از متغیرهای ورودی است.

 های لایده میدانی های لایه ورودی به گرهلایه میانی: تمامی گره

توانند به یدک و های لایه میانی میشوند. و تمامی گرهوصل می

هدای لایده خروجدی وصدل ی دیگر و یا به گدرهیا چند لایه میان

 شود.شوند. به لایه میانی لایه نهان نیز گفته می

 های خروجی مسئله در ایدن لایده قدرار مدیلایه خروجی: داده-

گیرند. هر گره در این لایه معادل یکدی از متغیرهدای خروجدی 

 است.

هدای چندد لایده های عصبی، شدبکهاز پرکاربردترین معماری شبکه

شدود هایی گفته مدیخور به شبکههای پیشاست. شبکه 9خورپیش

که در آنها هیچ برگشتی از یک نرون وجود ندارد و هر نورون پس از 

کند. به عبدارت دریافت بردار ورودی، یک خروجی مشخص ارائه می

خدور مسدیر پاسدخ همدواره رو بده جلدو هدای پدیشدیگر، در شبکه

گدردد. در هدای قبدل برنمدیلایه های لایه یاپردازش شده و به نرون

های لایه ورودی برابدر تعدداد متغیرهدای این نوع شبکه، تعداد نرون

هدای لایده خروجدی برابدر تعدداد متغیرهدای ورودی، و تعداد ندرون

های نهان و همچنین تعداد های لایهخروجی مسئله است. تعداد گره

ون و خطدا های نهان با توجه به ماهیت مسدئله و از طریدق آزمدلایه

هدای نهدان هدا و لایدهآید. در حقیقت تعداد مناسب گدرهبدست می

آید که شبکه بهترین جدوام را ارائده کندد. هنگدام وقتی بدست می

طراحی شبکه باید پارامترهای ساختار شبکه، نوع الگوریتم آموزش، 

هدا در هدر لایده و های شبکه، تعدداد ندروننرخ یادگیری، تعداد لایه

ا برای هر الگو در خدلال آمدوزش را مدد نظدر قدرار داد تعداد تکراره

خور از نوع یدادگیری نظدارت های پیش[. نوع آموزش در شبکه21 

گذاری شدده ها از پیش برچسبشده است. در این نوع آموزش، داده

شود. سپس شدبکه ها از قبل تعیین میو خروجی متناسب با ورودی

اده شده تا میدزان خطدا گذاری شده آموزش دهای علامتتحت داده

تدوان از بنددی مدیبرای مسائل دسدتهبه حداقل ممکن کاهش یابد. 

سدازی خور بدا یدک لایده نهدان، تدابع فعدالهای عصبی پیششبکه

سدازی سدیگموئید در لایدده سدیگموئید در لایده نهدان و تددابع فعدال

خروجی استفاده کرد. بنابراین در این تحقیق از این سداختار شدبکه 

 بینی وقوع امواج سهمگین استفاده شده است.برای پیش

های پویای هوشمند آزاد از مدل هسدتند های عصبی، سیستمشبکه

های تجربی گردآوری شدده از که اساس عملکرد آنها استفاده از داده

های ها با پردازش دادهسابقه سیستم مورد مطالعه است. این سیستم

ها را کشدو کدرده و بدا دادهتجربی، دانش و یا قانون نهفته در ورای 

هدای هدوش مصدنوعی، روابدط بدین ها و الگوریتماستفاده از تکنیک

متغیرها را هرچقدر هم که پیچیده باشند فدرا گرفتده و از آن بدرای 
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هدای عصدبی کنند. شبکهبینی مقادیر آتی متغیرها استفاده میپیش

ئلی توانندد در مسدااقتباسی بسیار ساده از هوش انسان بدوده و مدی

-بنددی، تخمدین تدابع، مددلبندی، دستهمثل شناخت الگو، خوشه

سازی، کنترل و به طور کلی در هر جا کده نیداز بده یدادگیری یدک 

نگاشت خطی و یا غیر خطی باشد، مورد استفاده قدرار گیرندد. ایدن 

سازی رفتار مصدالر ها سبب شده است که محققان برای مدلقابلیت

ی و شددیمیایی اجدزای تشددکیل کده وابسددته بده خصوصددیات فیزیکد

 های عصبی روی آورند.ی آنها هستند، به استفاده از شبکهدهنده
 

 معيارهای ارزیابی عملكرد -3-3

عصدبی ایجداد  های شدبکهدر این تحقیق برای بررسی عملکرد مدل

 شده از معیارهای زیر استفاده شده است:

  میانگینجزر ( مربعات خطا𝑅𝑀𝑆𝐸:) 

(5) 𝑅𝑀𝑆𝐸 = √
1

𝑛
 ∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

   

 𝑦𝑖گیدری شدده )مقدادیر واقعدی(، های اندازهداده 𝑥𝑖(، 5)در رابطه 

هدای میانگین داده 𝑥̅های شبکه(، بینی شده )خروجیهای پیشداده

 بینی شده است.های پیشمیانگین داده 𝑦̅گیری شده و اندازه

  رایدج های : این ماتریس یکی از روش10هم ریختگی درماتریس

هدایی اسدت کده از یدادگیری بررسی صحت عملکدرد الگدوریتم

کنندد. مداتریس در هدم ریختگدی یدک نظارت شده استفاده می

𝑁ماتریس مربعی  × 𝑁  است که𝑁 ها است. بیانگر تعداد کلاس

های واقعی، و روی محور در این ماتریس روی محور افقی کلاس

اعدداد شود. یهای تخمینی الگوریتم نشان داده معمودی کلاس

 هاییتعدداد کدلاس بندد نشان دهنده یسماتر یقطر اصل یرو

که تمدام  یدر صورتانجام شده به صورت صحیر است. بنابراین 

صدفر باشدند،  یقطدر اصدلهای غیر درایه یرو قرار گرفتهاعداد 

 دقت حداکثر است. یدارا یتمالگور

 ندی بهای کلاس: پارامتر دقت به صورت نسبت تعداد نمونهدقت

هدای مجموعده داده شده به صورت صحیر بر تعداد کدل نمونده

 شود. تعریو می

هدای ارزیدابی ایدن منحندی نیدز یکدی از شداخص: 10ROCمنحنی 

هایی است که از یادگیری نظارت شده و یدادگیری عملکرد الگوریتم

کنند. در این نمودار هر چه نقداط بده سدمت بدون ناظر استفاده می

تر باشند، مدل ایجداد شدده دارای دقدت بیشدتری بالا و چپ نزدیک

 یمختصدات نقطده تدر اسدت.خدود نزدیدک آلبوده و به حالت ایده

-این نقطه بدین معنا است کده خروجدی آل است.یده( حالت ا0و1)

های مدل با مقادیر واقعی تطابق کامدل دارد. هرچده مسداحت زیدر 

ارای بیشدتر باشدد، مددل ایجداد شدده د ROCهدای نمودار منحنی

 عملکرد بهتری است.

 نتایج -4

بیندی برای پدیش LOF-ANNعملکرد روش ترکیبی در این بخش 

تولید امواج سهمگین با اسدتفاده از متغیرهدای هواشناسدی بررسدی 

هدا از شده است. در این تحقیق برای انجام تمامی تجزیده و تحلیدل

 استفاده شده است.  MATLABافزار نرم

بینی تولید امواج سهمگین ابتدا بایدد امدواج سدهمگین از برای پیش

امواج غیر سهمگین تمییز داده شود. این کار با استفاده از الگدوریتم 

LOF  قابل انجام است. اجرای این روش نیازمند تعیین پارامترهدای

( است. 𝑡( و پارامتر آستانه )𝑘های انتخابی )آن، یعنی تعداد همسایه

ای بدرای انتخدام ایدن ن مشخص و پذیرفته شددهتا کنون هیچ قانو

پارامترها ارائه نشده است و اگر ارائه شده باشد نیز نسبی است و در 

-بر حسب ماهیدت داده 𝑘معمولا مقدار . تمامی حالات معتبر نیست

شود. در حالت های مورد بررسی و با روش آزمون و خطا انتخام می

ی انتخدابی بده تعدداد قابدل هاتوان گفت اگر تعداد همسایهکلی می

هدای توجهی کم انتخام شود آنگاه دقت روش در تشدخیص نمونده

هدای غیر نرمال پایین خواهدد آمدد و ممکدن اسدت شدماری از داده

نرمال به طور اشتباه به عندوان غیدر نرمدال تشدخیص داده شدوند و 

های انتخابی از یک حدد مشدخص بدالاتر بالعکس. اگر تعداد همسایه

د آنگاه دقت روش تغییری چندانی نخواهد کدرد و فقدط انتخام شو

حجم محاسبات و زمدان اجدرای برنامده کدامپیوتری بده طدور قابدل 

نباید خیلی کدم و  𝑘ای افزایش خواهد یافت. بنابراین مقدار ملاحظه

 1نیدز بایدد عدددی بزرگتدر از  𝑡نه خیلی زیاد انتخام شود. مقددار 

 20/1برابدر  𝑘انتخام شود. در اینجا با روش آزمون و خطدا، مقددار 

انتخام شده اسدت.  5/2برابر  𝑡تعداد اعضای مجموعه داده، و مقدار 

روی مقددادیر ارتفدداع مددوج  LOFنتددایج اجددرای روش  3در شددکل 

 و Deanهای های آموزشی و آزمایشی طوفانمشخصه مجموعه داده

Irene هدای شناسدایی شدده بده عندوان نشان داده شده است. داده

اند. همانطور امواج سهمگین با علامت مربع در شکل نشان داده شده

های کاندیدای امدواج سدهمگین که از این شکل مشخص است، داده

ای متناقض با سایر امواج هسدتند. در زیدر هدر به طور قابل ملاحظه

محاسبه شده بدرای نقداط آن مجموعده  𝐿𝑂𝐹شکل نمودار ضرایب 

ها مشدخص داده نیز نشان داده شده است. همانطور که از این شکل

 𝐿𝑂𝐹است در مواقعی کده یدک مدوج سدهمگین رخ داده، ضدرایب 

ها نیز به طور قابدل تدوجهی نسدبت بده سدایر ضدرایب مربوط به آن

هدای به عندوان داده LOFهای روش افزایش یافته است. از خروجی

-های امواج( در روش شدبکه عصدبی مصدنوعی دسدتهدف )کلاسه

های سدهمگین شود. کلاس امواج به کلاسبندی کننده استفاده می

بنددی شدده ( تقسدیم2( و نرمال )معرفی شده بدا 1)معرفی شده با 

 است.
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 شده )مشخص شده با علامت مربع( سهمگين شناساییامواج  -3 شكل

 هامربوط به آن 𝑳𝑶𝑭و ضرایب  یامواج مورد بررسهای دادهدر 
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تدوان شدبکه عصدبی را هدا، مدیپس از مشخص شددن کدلاس داده

طراحی کرد. از آنجایی که یک شبکه سه لایه قادر به حدل هرگونده 

تحقیق از یدک شدبکه سده بندی است، بنابراین در این مسئله دسته

امواج سهمگین اسدتفاده بینی وقوع لایه تغذیه رو به جلو برای پیش

شده است. برای طراحی شبکه، باید آن را تحت پارامترهای موثر بدر 

ترین عملکرد آن تحت آموزش و یادگیری قرار داد و در نهایت بهینه

شوند( را انتخام کرد. بدرای پارامترها )که منجر به بهترین پاسخ می

دل دو مد Ireneو  Deanهدای هدای امدواج طوفدانسازی دادهمدل

مختلو شبکه عصبی طراحی شدده اسدت. سداختار ایدن دو شدبکه 

هدا اسدت، های ارتباطی بدین گدرهیکسان بوده و تفاوت آنها در وزن

های آموزشی هر شبکه متفاوت است. هدر مددل چون مجموعه داده

(، WSPD(، سرعت باد )WDIRمتغیر ورودی )جهت باد ) 5دارای 

( و دمای سطر دریدا ATMP(، دمای هوا )PRESفشار سطر دریا )

(WTMP و ))متغیر خروجی )کلاس امواج( اسدت. بدرای ایجداد  2

شبکه با بهترین کارایی، بایدد آن را بدا پارامترهدای مختلدو شدبکه 

آموزش داد. این کار با روش آزمدون و خطدا قابدل انجدام اسدت. در 

 4های طراحی شدده، و در شدکل مشخصات ساختار شبکه 3جدول 

ها، بیانگر وزن Wارائه شده است. در این شکل  معماری شبکه بهینه

b  بیانگر بایاس، وn هدای لایده میدانی اسدت. در بیانگر تعداد ندرون

ها ثابت در ای ایجاد شبکه مطلوم، تمامی پارامترهای شبکهاینجا بر

تغییدر  12تدا  6های لایه میانی از نظر گرفته شده، فقط تعداد نرون

 کرده است.
 

 های عصبی طراحی شدهكهشبساختار مشخصات  -3جدول 

 مقدار پارامتر

 رو به جلوسه لایه تغذیه نوع شبکه

 5 تعداد متغیرهای ورودی

 5 های لایه ورودیتعداد نرون

 12تا  6متغیر از  های لایه میانیتعداد نرون

 2 تعداد متغیرهای خروجی

 2 های لایه خروجیتعداد نرون

 هادرصد کل داده 70 12های آموزشتعداد داده

 هادرصد کل داده 15 13های اعتبار سنجیتعداد داده

 هادرصد کل داده 15 14های آزمونتعداد داده

 Scaled conjugate gradient الگوریتم آموزش
 Hyperbolic tangent sigmoid سازی لایه نهانتابع فعال
 Hyperbolic tangent sigmoid سازی لایه خروجیتابع فعال

 (MSEمیانگین مربعات خطا ) گیری خطاتابع اندازه

 05/0 نرخ آموزش

 1000 حداکثر تعداد تکرارها

 

 
 هاينه طراحی شده برای مدلبه عصبی شبكه یمعمار -4شكل 

 

هدای ایجداد شدده بدا اسدتفاده از نتایج مدل 5و جدول  4در جدول 

مختلدو هدای بندی کننده به ازای تعدداد ندرونشبکه عصبی دسته

های آموزشی و آزمایشی ارائه شده است. در ایدن روی مجموعه داده

اند. هرچه مقددار تر مشخص شدههای بهینه با رنگ تیرهجدول مدل

تر باشد، نزدیک 0)بر حسب درصد(، و خطا به  100پارامتر دقت به 

تدری برخدوردار اسدت. بدرای شبکه طراحی شده از کارایی مطلدوم

به ازای هر نرون، شبکه چندین بدار تحدت  ترین مدلکسب مطلوم

پارامترهای شبکه مورد آموزش و یادگیری قرار گرفتده و در نهایدت 

ترین مدل که منجر به بهترین پاسخ شدده بده عندوان مددل مناسب

و  Deanنهایی در نظر گرفته شده است. بهترین مدل برای طوفدان 

Irene صدل شدده حا 12و  10هدای به ترتیب به ازای تعدداد ندرون

، نمودارهای عملکرد شبکه بهینه طراحدی 8و  7های است. در شکل

های مورد بررسی  ارائه شده است. نمودارهدا شده برای مجموع داده

 شامل موارد زیر است:

  :هدای هدای آمدوزش، دادهنمودار در هم ریختگی دادهشکل الو

مجموعده  یبدراهدا های آزمون و تمدامی دادهاعتبارسنجی، داده

هدایی کده بده صدورت . در این شکل تعدداد نموندهیه آموزشداد

-اند روی قطر اصلی ماتریس و در خاندهبندی شدهصحیر دسته

گیرند. خانه واقع شده در پایین و سدمت های سبز رنگ قرار می

راست ماتریس )مشخص شده با رنگ آبی( بیدانگر میدزان دقدت 

 کلی مدل است.

  :منحندددیشدددکل م ROC هدددای ادههدددای آمدددوزش، دداده

مجموعده  یبدراهدا های آزمون و تمدامی دادهاعتبارسنجی، داده

در این شکل، خطوط رنگی در هدر محدور بیدانگر  ی.داده آموزش

برای هر کلاس است. هرچه این خطوط بده  ROCهای منحنی

سمت چپ گوشه بالا نمودار متمرکز شدده باشدند، بددین معندا 

 ت.تر اساست که عملکرد مدل ایجاد شده مناسب

  :منحنی شکل جROC های ایجاد مجموعه داده آزمایشی. مدل

هدای شده با استفاده از مجموعه داده آموزشی بایدد روی نمونده

بینی شرایط جدید نیز کارایی خوبی داشته باشند و قادر به پیش

های ناشناخته باشند، در غیدر ایدن صدورت مددل جدید و نمونه

 ایجاد شده مطلوم نیست.

  مجموعده  یبدراشکل د: نمودار عملکرد آموزش شدبکه عصدبی

ی. این نمودار بیانگر روند آموزش مددل ایجداد شدده داده آموزش
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است. تعداد تکرارهای کل و تعداد تکرار بهینه )حصول کمترین 

 خطا( در این نمودار مشخص است.

مشدخص  8و  7هدای و شدکل 5و  4همانطور که از نتدایج جدداول 

هدای مدورد هدای تهیده شدده بدرای مجمدوع دادهلمداست، تمامی 

-ها روی دادهاند. عملکرد مدلبررسی با دقت قابل قبولی ایجاد شده

هدای ایجداد های آزمایشی نیز مطلوم بوده اسدت. بندابراین از مددل

بینی وقوع امواج سدهمگین توان با دقت مناسبی برای پیششده می

 در موارد آتی استفاده کرد.

هددای ایجدداد شددده در صدده عملکددرد بهتددرین مدددلخلا 6در جدددول 

تشخیص امواج سهمگین از غیر سهمگین )نرمال( بدر اسداس نتدایج 

حاصل از ماتریس در هم ریختگی نشان داده شده است. با توجه بده 

هدا در تدوان گفدت بده طدور کلدی دقدت مددلنتایج این جدول می

ت تشخیص امواج غیر سهمگین از امواج سهمگین بیشتر اسدت. علد

های آموزشی امواج امدواج غیدر سدهمگین این است که تعداد نمونه

بیشتر از امواج سدهمگین بدوده اسدت و مددل توانسدته همبسدتگی 

بیشتری بین امواج غیر سهمگین پیدا کند. همچنین یکدی دیگدر از 

ها در شناسایی برخی از امواج سهمگین ناموفق های اینکه مدلعلت

گدذاری امدواج بدا اسدتفاده از سدباند این است کده حدین برچبوده

، برخی از امواجی که به امواج غیر سهمگین شباهت LOFالگوریتم 

اندد. بده اند به عنوان موج سهمگین در نظر گرفته شدهزیادی داشته

هدای مشدخص اسدت، در داده 3عنوان مثال همانطور کده از شدکل 

متدر  4شماری از امدواج بدا ارتفداع تقریبدی  Deanآموزشی طوفان 

اندد. به عنوان موج سهمگین شناسدایی شدده LOFتوسط الگوریتم 

ها با احتمال زیادی منطقی و به توجه به توزیع آماری داده 4ارتفاع 

رسد. به همین دلیل مدل ارائه شدده بدرای غیر سهمگین به نظر می

متدر را بده عندوان  4قریبی های با ارتفاع تهای این طوفان، دادهداده

موج نرمال قلمداد کرده اسدت. بندابراین بدا افدزایش مقددار پدارامتر 

های غیر توان حساسیت این روش به دادهمی LOFآستانه در روش 

هدا بدا سدایر هایی که اختلاف آننرمال را کاهش داد، در نتیجه داده

مگین ای بیشتر باشد به عنوان مدوج سدهاعضا به طور قابل ملاحظه

های تولیددی شوند، در نتیجه با این کار دقت مدلدر نظر گرفته می

هدای آموزشدی طوفدان یابد. به عندوان مثدال بدرای دادهافزایش می

Dean در روش ،LOF  افزایش یابد،  5/3به  5/2اگر مقدار آستانه از

متر دیگر به عندوان مدوج سدهمگین در  4های با ارتفاع تقریبی داده

ها با دقدت بندی توسط مدل( و کلاس9شوند )شکل ینظر گرفته نم

نمودارهای ماتریس در هدم  10بیشتری انجام خواهد شد. در شکل 

هدای شبکه بهینه طراحی شده بدرای داده ROCریختگی و منحنی 

هدای و تعداد ندرون 5/3به ازای مقدار پارامتر آستانه  Deanطوفان 

توان گفت که مودارها می، نشان داده شده است. با توجه به این ن10

هدای آموزشددی و دقدت مددل ایجداد شددده افدزایش یافتده و در داده

 1و  2هدا، بده ترتیدب موج سهمگین موجدود در داده 8آزمایشی از 

ور اشتباه به عنوان موج غیر سهمگین در نظر گرفته شده موج  به ط

 است.

 

 بندی کنندهبا استفاده از شبكه عصبی مصنوعی دسته Dean (2007)بينی امواج سهمگين طوفان  پيشسازی نتایج مدل -4جدول 

-تعداد نرون

 ها

 مجموعه داده آموزشی
 

 مجموعه داده آزمایشی

 دقت )درصد( خطا دقت )درصد( خطا تعداد تکرار بهینه تعداد تکرارها

6 25 19 044/0 80/99  045/0 80/99 

7 45 39 040/0 80/99  042/0 80/99 

8 58 52 043/0 90/99  042/0 80/99 

9 17 11 059/0 60/99  060/0 60/99 

10 38 32 041/0 80/99  041/0 80/99 

11 24 18 045/0 80/99  048/0 70/99 

12 37 31 039/0 90/99  044/0 80/99 

 

 بندی کنندهبا استفاده از شبكه عصبی مصنوعی دسته Irene (2007)بينی امواج سهمگين طوفان  سازی پيشنتایج مدل -5جدول 

-تعداد نرون

 ها

 مجموعه داده آموزشی
 

 مجموعه داده آزمایشی

 دقت )درصد( خطا دقت )درصد( خطا تعداد تکرار بهینه تعداد تکرارها

6 41 35 035/0 80/99  044/0 70/99 

7 21 14 056/0 70/99  065/0 60/99 

8 16 9 051/0 70/99  058/0 60/99 

9 44 38 048/0 70/99  056/0 60/99 

10 62 56 035/0 90/99  043/0 80/99 

11 40 34 036/0 90/99  047/0 80/99 

12 64 58 036/0 90/99  039/0 90/99 
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 ها برای مجموعه داده آموزشیهای آزمون و تمامی دادههای اعتبارسنجی، دادههای آموزش، دادهداده ROC)ب(: منحنی 
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 Dean (2007)نمودارهای عملكرد شبكه بهينه طراحی شده برای مجموعه داده طوفان  -7شكل 
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 Irene (2011)نمودارهای عملكرد شبكه بهينه طراحی شده برای مجموعه داده طوفان  -8شكل 
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 ين )نرمال(سهمگ يراز غ ينامواج سهمگ يصدر تشخبرای امواج مورد بررسی شده  یجادا یهامدل ینخلاصه عملكرد بهتر -6جدول 

 طوفان
مجموعه 

 داده

تعداد امواج نرمال 

شناسایی شده به عنوان 

 نرمال

تعداد امواج نرمال 

شناسایی شده به عنوان 

 سهمگین

تعداد امواج سهمگین 

شناسایی شده به عنوان 

 سهمگین

تعداد امواج سهمگین 

شناسایی شده به عنوان 

 نرمال

-تعداد پیش

های بینی

 صحیر

-پیشتعداد 

های بینی

 اشتباه

Dean 
 8 4827 8 12 0 4815 آموزشی

 9 3800 7 10 2 3790 آزمایشی

Irene 
 6 4815 3 13 3 4802 آموزشی

 5 3438 5 10 0 3428 آزمایشی

 

  
 LOF)ب(: نمودار ضرایب  )الف(: نمودار امواج سهمگين و غير سهمگين

 5/3به ازای مقدار آستانه  Deanهای آموزشی طوفان دادهدر  شده )مشخص شده با علامت مربع( سهمگين شناساییامواج  -9 شكل
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 یمجموعه داده آموزش یبرا)د(: نمودار عملكرد آموزش شبكه عصبی  یشیمجموعه داده آزمادر هم ریختگی  یمنحن)ج(: 

 5/3به ازای مقدار آستانه   Deanنمودارهای عملكرد شبكه بهينه طراحی شده برای مجموعه داده آموزشی طوفان -10شكل 

 

امواج بینی وقوع ها برای پیشتوان از آنها، میپس از ایجاد مدل

سهمگین با استفاده از متغیرهای هواشناسی موجود استفاده کرد، 

ها و زمان شده و در مواقعی جویی در هزینهدر نتیجه منجر به صرفه

که فقط اطلاعات مربوط به متغیرهای هواشناسی در دسترس باشد 

توان بدون صرف هزینه و در کمترین زمان ممکن وقوع امواج می

 کرد. بینیسهمگین را پیش
 

 گيرینتيجه -5

های دریایی و شناورها بسیار تواند برای سازهامواج طوفانی می

خطرنا  باشد. به دلیل ماهیت بسیار پیچیده و غیر خطی این 

امواج، معمولا ارائه مدلی که بتواند وقوع امواج طوفانی را شناسایی 

کند دشوار است. در این تحقیق با استفاده از مدل ترکیبی ضریب 

بندی کننده سه لایه های عصبی دستهداده پرت محلی و شبکه

های امواج هایی بر اساس داده( مدلLOF-ANNرو به جلو )تغذیه

طی سه  Irene (2011)و  Dean (2007)دو طوفان مشهور 

بینی وقوع امواج سهمگین با استفاده از متغیرهای سال، برای پیش

-مورد استفاده در مدلهواشناسی تهیه شد. متغیرهای هواشناسی 

ها عبارتند از: جهت باد، سرعت باد، ارتفاع موج مشخصه، سازی

های ایجاد شده فشار سطر دریا، دمای هوا و دمای سطر دریا. مدل

ها را تخمین ها و خروجیتوانستند با دقت خوبی رابطه بین ورودی

ین به طوری که برای هر دو مجموعه داده مورد بررسی دقت میانگ بزنند

، بهترین مدل به ازای Deanبرای مجموعه داده . رسید %99به بالای 

حاصل شد و مقدار خطای  10های لایه میانی برابر تعداد نرون

بدست آمد. همچنین برای  041/0های آموزشی و آزمایشی داده

 12های ، بهترین مدل به ازای تعداد نرونIreneمجموعه داده 

های آموزشی و آزمایشی به ترتیب هبدست آمد که مقدار خطای داد

بنابراین با استفاده از روند معرفی شده حاصل شد.  039/0و  036/0

توان با صرف کمترین هزینه و زمان و با دقت در این تحقیق می

-خوبی وقوع امواج سهمگین را از روی متغیرهای هواشناسی پیش

بینی کرد. صحت عملکرد روش ارائه شده در تشخیص موج 

گین از غیر سهمگین تا حد زیادی وابسته به صحت اجرای سهم

است. صحت اجرای این الگوریتم وابسته به انتخام  LOFالگوریتم 

( و پارامتر آستانه 𝑘ها )صحیر پارامترهای آن است )تعداد همسایه

(𝑡است. انتخام صحیر این دو پارامتر وابسته به ماهیت داده )) های

حسب تجربه شخصی و شناخت قبلی از مورد بررسی بوده و بر 

با توجه به نتایج این تحقیق و به طور شود. ها تعیین میداده

تا  20/1عددی صحیر بین  𝑘مقدار شود شهودی پیشنهاد می

نیز عددی  𝑡مقدار  های مورد بررسی انتخام شود.تعداد داده 10/1

اجی که بزرگتر انتخام شود، امو 𝑡انتخام شود. هرچه  2بزرگتر از 

تناقض بیشتری با سایر امواج دارند به عنوان امواج سهمگین 

هایی با دقت شوند. این عامل باعث ایجاد مدلگذاری میبرچسب
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13. Validation data 

14. Test data 
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