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 Underwater images play a vital role in marine environmental research. Accurate 

analysis of these images is essential for managing marine ecosystems, preserving 

biodiversity, and monitoring environmental changes. However, various factors such as 

poor lighting, quality degradation due to light absorption and scattering, noise from 

suspended particles, and color distortions pose significant challenges in processing 

underwater images. These issues reduce the effectiveness of traditional image 

processing methods. Deep learning, as a powerful approach for automatically extracting 

complex features, can help mitigate or overcome these challenges. In this study, an 

intelligent deep learning method based on Capsule Neural Networks (CapsNets) is 

proposed for underwater image classification. By preserving spatial relationships 

among features and reducing reliance on pooling operations, CapsNets offer a better 

understanding of complex patterns. These characteristics enable effective handling of 

underwater image processing challenges. The proposed model, utilizing an advanced 

architecture, achieved higher classification accuracy compared to conventional methods 

and demonstrated robust performance under varying lighting conditions and image 

qualities. Experimental results showed that the proposed model outperformed existing 

approaches, achieving an overall accuracy of 96.75%. Moreover, the model exhibited 

stable performance across different underwater image classes, with accuracy ranging 

from 95.5% (lowest) to 98% (highest). Additionally, the average accuracy, sensitivity, 

and F1-score of the model were calculated as 96.75%, 96.75%, and 96.73%, 

respectively, indicating the model’s robustness in underwater image classification. 

Based on these findings, the proposed model demonstrates strong potential for a wide 

range of applications, including marine habitat monitoring, underwater exploration, 

conservation of rare species, and tracking environmental changes. 
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هوشمندیک   طبقه  روش  برای  زیر  جدید  تصاویر  شبکهب  آ بندی  از  استفاده  های با 

 کپسولی 
 

     *2حامد جباری،  1حمید هوشمند
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 چكيده    اطلاعات مقاله 

 تاریخچه مقاله:
 18/12/1403: تاریخ دریافت مقاله

 09/07/1404: مقاله اصلاح تاریخ 

 07/1404/ 14: تاریخ پذیرش مقاله

 16/07/1404انتشار مقاله: تاریخ 

ها برای  . تحلیل دقیق آنکنندایفا میمحیطی دریایی  های زیستتصاویر زیر آب نقش مهمی در پژوهش 

های دریایی، حفظ تنوع زیستی و نظارت بر تغییرات محیطی ضروری است. با این حال،  مدیریت اکوسیستم 

نویزهای ناشی از ذرات    دلیل جذب و پراکندگی نور،عوامل مختلفی مانند نورپردازی نامناسب، افت کیفیت به 

کنند. این مشکلات باعث کاهش  های جدی در پردازش این تصاویر ایجاد می معلق و تغییرات رنگی، چالش 

در    قدرتمند  یکردیعنوان روبه  قی عم  یر یادگیشوند.  می زیر آب  ویر  اپردازش تصدر  های سنتی  کارایی روش 

در این مقاله،    .سازدبرطرف  یا    کاهش دهدها را  چالش   نیا  تواندیم  ده،یچیپ  یهای ژگیاستخراج خودکار و

بندی تصاویر زیر آب  های عصبی کپسولی برای طبقهیک روش یادگیری عمیق هوشمند مبتنی بر شبکه

، درک  ادغامها و کاهش وابستگی به عملیات  های کپسولی با حفظ روابط فضایی میان ویژگیشبکه ارائه شد.  

های پردازش تصاویر  این خصوصیات امکان مقابله مؤثر با چالش .  کنندفراهم می بهتری از الگوهای پیچیده  

های متداول  نسبت به روشساختاری پیشرفته، گیری از بهره مدل پیشنهادی با  .سازندمیزیر آب را فراهم 

.  عملکرد پایداری داشتی و کیفیت تصویر  تغییرات شرایط نور   در برابرو    بالاتری ارائه دادبندی  طبقه  صحت

 نسبت به سایر   عملکرد بهتری  درصد  75/96که مدل پیشنهادی با صحت کلی    دادها نشان  نتایج آزمایش

لف تصاویر زیر آب، عملکردی  های مختکلاس بندی  چنین، مدل در طبقه هم .  داشته است  های موجودروش 

دامنه    ر  پایدا داد.    )بیشترین(   %98ا  ت)کمترین(    %5/95ن  بی  صحتبا  نشان  مقدار  از خود  این،  بر  علاوه 

امتیاز  حساسیت ،  صحت میانگین   به  F1 و  که    %73/96و    %57/96،  %75/96ترتیب  مدل  شد  محاسبه 

مدل    ای این پژوهش،هیافته  بر اساسبندی تصاویر زیر آب است.  طبقهمدل در    مقاومدهنده عملکرد  نشان 

های دریایی، اکتشافات  همچون نظارت بر زیستگاه   ای برای کاربردهای گسترده از پتانسیل بالایی  هادی  پیشن

 برخوردار است. محیطی  های نادر و پایش تغییرات زیستزیرآبی، حفاظت از گونه 

   نوع مقاله:
 مقاله پژوهشی
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در عصرر حاضرر، تصراویر زیر آب یکی از منابص اصرلی اطلاعات برای 

و مطرالعره محیط دریرایی و  پژوهش  اقیرانوسررری محسررروب  هرای 

هرای علمی،  . این تصررراویر از اهمیرت برالایی در حوزه[1]شرررونردمی

و برای تحلیل دقیق و  اسرررتمحیطی و صرررنعتی برخوردار  زیسرررت

های پردازش تصررویر پیشرررفته و دقیق نیاز دارند.  به روش  کاربردی

ها، نقشررری بندی موجودات دریایی مانند ماهیشرررناسرررایی و طبقه

های دریایی، حفظ تنوع زیسررتی، اسرراسرری در مدیریت اکوسرریسررتم

هرای در معر  خطر  ای و حفراظرت از گونرههرای گونرهتحلیرل تفراوت

امکران تحلیرل   ،این موجودات  نحوه توزیص. بررسررری  [2]کنردایفرا می

ایی  برداری انسران از منابص دریتأثیرات تغییرات اقلیمی جهانی و بهره

.  شرودسراز اسرتفاده بهینه از این منابص میو زمینهاسرت  را فراهم کرده  

هرای متعرددی همراه برا این حرال، تحلیرل تصررراویر زیر آب برا چرالش

ها و جزئیات، تنوع اسرررتز از جمله نورپردازی ضرررعیف، تخریب لبه

بنردی سرررنتی بره دلیرل هرای طبقرهرنر  و نویزهرای مختلف. الگوریتم

های کلیدی و اسرتخراج اطلاعات معنادار،  ویژگی  ناتوانی در تشرخی 

بندی تصراویر زیر آب اثربخشری محدودی در این حوزه دارند و طبقه

ث  . این مشرررکلات براعر[3]انردرا بره چرالشررری قرابرل توجره تبردیرل کرده

های پردازش تصرویر سرنتی قادر به ارائه  شروند بسریاری از روشمی

هرای اصرررلی در نترایج دقیق و قرابرل اعتمراد نبراشرررنرد. یکی از چرالش

های مفید از تصراویری  بندی تصراویر زیر آب، اسرتخراج ویژگیطبقه

بندی  های اولیه طبقهروش .انداسرررت که تحت تأثیر نویز قرار گرفته

هرای پردازش تصرررویر و اً بر اسررراس فنراوریتصررراویر زیر آب عمردتر

هایی مانند فیلترین  و شرردند و از تکنیکتشررخی  الگو انجام می

بندی پردازش برای بهبود کیفیت تصویر و انجام قطعههای پیشروش

هرای مردرن و کردنرد. در این زمینره، اسرررتفراده از روشاسرررتفراده می

ه یکی از نیازهای  بندی و تحلیل این تصرراویر بپیشرررفته برای طبقه

 .اساسی تبدیل شده است

های اخیر توجه زیادی را های نوظهوری که در سرررالیکی از فناوری

های  و الگوریتم (AI) 1به خود جلب کرده اسرررت، هوش مصرررنوعی

هایی  . هوش مصرنوعی بر توسرعه سریسرتم[4]یادگیری ماشرین اسرت

تمرکز دارد کره قرادر بره انجرام خودکرار وظرایفی هسرررتنرد کره نیرازمنرد  

گیری و یادگیری از ، مانند تشررخی  الگو، تصررمیماندهوش انسررانی

ای  به عنوان زیرمجموعه  های یادگیری ماشرین. الگوریتم[5]تجربیات

ها بدون  د که سریسرتمسرازناز هوش مصرنوعی، این امکان را فراهم می

هرا بیراموزنرد و عملکرد خود را بهبود نویسررری صرررریا از دادهبرنرامره

شروند:  ها به طور کلی به دو دسرته تقسریم میبخشرند. این الگوریتم

دار آموزش  های برچسرربدادهها را با  شررده، که مدلیادگیری نظارت

و یرادگیری بردون نظرارت، کره بره شرررنراسرررایی الگوهرا و   دهردمی

در این   .پردازدهای بدون برچسرررب میرهای پنهان در دادهسررراختا

ترین  های یادگیری عمیق به عنوان یکی از پیشررررفتهمیان، شررربکه

 
1 Artificial Intelligence 

گیری ها با بهرهاند. این شربکههای یادگیری ماشرین ظهور کردهشراخه

هرای  از سررراخترارهرای پیچیرده و چنردلایره، قرادر بره اسرررتخراج ویژگی

های عصربی . شربکه[6]های خام هسرتندسرطا بالا و معنادار از داده

بندی و پردازش تصراویر  به ویژه در زمینه طبقه  (CNN)  2کانولوشرنی

ساختارهای    ها با استفاده از. این شبکه[7]عملکرد قابل توجهی دارند

های مختلفی را از تصررراویر توانند ویژگیمی  چندلایه و پیچیده خود

بالایی   صرحتبندی اشریا به و در شرناسرایی و طبقه  ننداسرتخراج ک

هایی مانند تشخی  تصویر، پردازش نین، در حوزهچدسرت یابند. هم

هرای یرادگیری عمیق بره بینی رفترار، شررربکرهزبران طبیعی و پیش

توانند به طور قابل توجهی اند که میابزارهای قدرتمندی تبدیل شده

 د.های هوش مصنوعی را بهبود بخشنت سیستمصحعملکرد و  

CNN  بندی تصرراویرطبقهویژه در زمینه  چندین مزیت کلیدی بهها 

هرا در هرا توانرایی آنCNN  ترین مزایراییکی از مهم  .دهنردارائره می

ن نیاز به مهندسی  ها از تصاویر بدواستخراج خودکار و کارآمد ویژگی

مراتبی  لسرله. این قابلیت از طریق معماری سر[8]سرتهادسرتی ویژگی

درپی از فیلترهرای  هرای پیشرررود، جرایی کره لایرههرا حراصرررل میآن

های  ها و بافتگیرندز از لبهتری را یاد میکانولوشنی الگوهای پیچیده

های اولیه تا اجزای سرطا بالای اشریاو و کل اشریاو در سراده در لایه

 هرا در برابرمقراومرت آن  هراCNN  مزیرت مهم دیگر.  ترهرای عمیقلایره

هرای تغییرات مقیراس، جهرت و شررررایط نوری تصرررویر اسرررت. لایره

انرد کره از نظر مکرانی نرامتغیر  ای طراحی شررردهگونرهکرانولوشرررنی بره

تواننرد الگوها را بدون توجه به موقعیرت  به این معنی که می  زباشرررنرد

بندی  ها در تصرویر تشرخی  دهند. این ویژگی برای وظایف طبقهآن

های مختلف ظاهر  ها یا جهتدر مکان  تصراویر که اشریاو ممکن اسرت

 . شوند، بسیار مهم است

هرا از برنردز این لایرهبهره میادغرام  هرای  هرا از لایرهCNNعلاوه بر این،  

های  ویژگی از سروی دیگرو  دهند  را کاهش میها  ابعاد داده یک سرو

، بار  ادغام ماکزیمممانند    ادغامکنند. عملیات  اسرراسرری را حفظ می

ها در سررازی حضررور ویژگیاهش داده و با خلاصررهمحاسررباتی را ک

چنین، هم.  [9]کندبرازش جلوگیری مینواحی محلی تصرویر از بیش

CNNمقیراس بزر   های تصرررویری درها در پردازش مجموعه داده

مراتبی از های سرلسرلهتوانند نمایشبسریار کارآمد هسرتند، زیرا می

هرا را برای وظرایفی مراننرد  هرا را یراد بگیرنرد. این کرارایی آنویژگی

ها دارند،  بندی تصراویر که نیاز به پردازش حجم عظیمی از دادهطبقه

ترکیب اسررتخراج خودکار   طور کلیبه.  سررازدبسرریار مناسررب می

ها  CNNپذیری،  ها، نامتغیری فضررایی، کاهش ابعاد و مقیاسویژگی

بنردی تصررراویر تبردیرل کرده  را بره ابزاری قردرتمنرد و مؤثر برای طبقره

 .است

بندی تصرراویر زیرآب  در دهه گذشررته، مطالعات متعددی برای طبقه

بندی تصراویر زیرآب به دلیل پراکندگی نور انجام شرده اسرت. طبقه

2 Convolutional Neural Network  [
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که منجر به کاهش کنتراسرت   ب و اعوجاجوابسرته به طول موج، جذ

شررود، چالشرری های عملیاتی دشرروار میو کیفیت تصررویر در محیط

بندی مدل طبقه شو همکاران 1آریدوس .روداسرراسرری به شررمار می

بندی خودکار برای طبقه  CNN را با اسرتفاده از تصرویر زیرآب عمیق

مدل آنها با اسرررتفاده از تصررراویر    .[10]تصررراویر زیرآب ارائه کردند

بنردی، تصررراویر کردر را براسررراس قرههرای طبآموزشررری و تکنیرک

  Benchmark Turbid Image  های منتخب از مجموعه دادهویژگی

مدل   نشررران داد که آریدوسی  ها. نتایج آزمایشردکبندی میطبقه

. داردبنردی تصررراویر کردر زیرآب  در طبقره  منراسررربی  صرررحرت  آنهرا

های مختلف ویژگیچنین، مدل آنها با اسرتفاده از تصراویر کدر با  هم

پرذیری آن اثبرات مورد اعتبرارسرررنجی قرار گرفرت ترا توانرایی تعمیم

هرمرکررارانر.  [10]شرررود و  برره ویرژگری  شمرحرمرود  جرردیرردی  هررای 

مختلف  کانولوشرررنیهای  را معرفی کردند که از لایه   ResFeatsنام

  ImageNet  که بر روی مجموعه داده(  ResNet)  2ماندهشربکه باقی

شرررردنررد اسرررترخرراج  برود،  دیررده  آمروزش  پریرش  آنرهررا   .[11]از 

های مختلف را ترکیب شررده از لایهاسررتخراج  ResFeatsچنینهم

های عمیق فشررررده و قدرتمنردی به دسرررت آورند.  کردند تا ویژگی

بره طور مرداوم عملکرد بهتری   ResFeats نشررران داد کره  نهرانترایج آ

در آنهرا  دهرد. روش ارائره می CNN هرای مشرررابرهنسررربرت بره ویژگی

  Caltech-101 ،  MLC  ،Benthoz15،EILATهرایمجموعره داده

 .[11]عملکرد مؤثری داشت  RSMAS و

را معرفی   (Net-IA) 4آغازین-شررربکره توجه  شو همکراران  3یان -ام

بندی تصراویر زیرآب  برای طبقه CNN  کردند که یک مدل مبتنی بر

سازی  برای شبیه  (A-I)  5آغازین-در مدل آنها، ماژول توجه  .[12]بود

های خاص بندی تصراویر محیطمکانیزم همبسرتگی بصرری در طبقه

های آنها بر روی آزمایش د مه، شرب و زیرآب طراحی شرده اسرت.مانن

 تصررویر غیر 5000آب و    تصررویر زیر 4000ای شررامل مجموعه داده

 دسررت آب زیر  تصرراویر ندیبطبقه درصررد در  3/99آب به دقت   زیر

بندی  ک طبقهکلاسی  هایشبکه  از  بهتر  توجهی قابل  طور  به که یافت

  . [12]بود ResNet و   AlexNet  ،InceptionV3  تصرررویر مراننرد

برای طبقره  شو همکراران  6یرانر -جیچنین  هم بنردی الگوریتمی 

 هبهبودیرافتر  (FDA)  7اهرداف زیرآب مبتنی بر الگوریتم جهرت جریران

و اسرررتراتژی عامل جسرررتجو پیشرررنهاد کردند که به طور همزمان 

توانرد پرارامترهرای وزن، برایراس و فراپرارامترهرای مراشرررین یرادگیری می

برهریرنرره(  ELM)  8افرراطری کرنرردرا  اول .  [13]سررررازی  مررحرلرره  در 

از پیش   ImageNetه  کره برا مجموعره داد DenseNet201شررربکره،

ها و کاهش ابعاد تصررراویر آموزش دیده بود، برای اسرررتخراج ویژگی

 
1 Aridoss     
2 Residual Network 
3 M. Yang 
4 Inception-Attention Network 
5 Inception-Attention 
6 J. Yang 
7 Flow Direction Algorithm 

شررده  بهینه ELM بندطبقهزیرآب اسررتفاده شررد. در مرحله دوم،  

لات برای رفص مشک.  [13]و مورد آزمایش قرار گرفت  آموزش داده شد

شررربکه    شو همکاران  9مربوط به کاهش کیفیت تصررراویر زیرآب، لی

را برا یرک رمزگرذار فضرررای رنگی    (MCANet)  10توجره چنردکرانرالره

هرای خراص بهبود چنردگرانره پیشرررنهراد کردنرد کره در طراحی روش

را   MCANet یآنها معمار  .[14]تصرویر زیرآب نقش مهمی داشرت

هرای توجره چنردکرانرالره برای افزایش سرررازی مراژولبرا تعبیره و پشرررتره

مدل آنها همچنین  .  های تصرررویر طراحی کردندمداوم ادراک ویژگی

 .[14]یافت دست درصد 74/98بندی ت طبقهصحبه 

بندی تصرراویر زیرآب مبتنی بر بهبود تصررویر و ارزیابی کیفیت طبقه

آنها عوامل    .[15]انجام شررد  شو همکاران 11اطلاعات توسررط شررائو

کنند،  مختلفی را که در فرآینرد تصرررویربرداری زیرآب نویز ایجاد می

ر مبتنی بر فیلتر تجزیه و تحلیل کردند و یک روش حذف نویز تصروی

  . [ 15]های آماری نویز پیشرنهاد دادندمختلط بلوکی براسراس ویژگی

برهم مبتنی  یرک مردل  بهبود برای طبقره CNN چنین،  بنردی و 

  . [16]ارائه شرد  شو همکاران  12صراویر زیرآب توسرط جاماندلامودیت

رای پردازش تصاویر زیرآب  که به طور خاص ب  CNNآنها از معماری  

طراحی شررده بود اسررتفاده کردند تا به طور خودکار کیفیت بصررری 

های زیرآب را بیاموزند و بهبود بخشرند. شربکه پیشرنهادی آنها صرحنه

بر روی یک مجموعه داده بزر  از تصرراویر زیرآب با تمرکز بر بهبود 

 .[16]کنتراست و اصلاح رن  آموزش دیده بود

اند که های پیشرین نشران داده، پژوهشCNNهای رغم موفقیتعلی

هایی را به های ذاتی هسرتند که چالشها دارای محدودیتاین شربکه

توانی در ثبرت مؤثر روابط هرا نرانهمراه دارنرد. یکی از معرایرب عمرده آ

ها برای کاهش ابعاد فضررایی به CNNها اسررت. فضررایی بین ویژگی

تواند منجر به از های ادغام متکی هسرررتند که این موضررروع میلایه

مراتب فضرایی  دسرت رفتن اطلاعات مهم مربوط به موقعیت و سرلسرله

شرررود. این مشرررکرل بره ویژه هنگرام مواجهره برا تغییرات زاویره دیرد یرا  

سراز اسرت. علاوه بر گیری اشریاو در تصراویر، اثرگذار و مشرکلتجه

مقراومرت کمی    13هرا معمولاً در برابر تغییرات هنردسررریCNNاین،  

های  دارند و برای دسررتیابی به دقت بالا نیازمند حجم زیادی از داده

ها و خلأ پژوهشری در حوزه  با وجود این محدودیت آموزشری هسرتند.

به  (  CapsNets) 14کپسولیعصبی های تحلیل تصاویر زیرآب، شبکه

تواننرد انرد کره میعنوان یرک رویکرد نوین و نویردبخش معرفی شرررده

 ها را برطرف کنند.  بسیاری از این چالش

 هایی ازاند که گروههایی تشرکیل شردههای کپسرولی از کپسرولشربکه

ها هسرتند و به طور مشرترک برای نمایش یک ویژگی خاص و نورون

8 Extreme Learning Machine 
9 Li 
10 Multi-Channel Attention Network 
11 Xiao 
12 Jamandlamudi 
13 Affine Transformations 
14 Capsule Neural Networks 
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. هر [17]کنند  گیری و موقعیت کار میخصروصریات آن مانند جهت

کند، بلکه روابط کپسررول نه تنها وجود یک ویژگی را رمزگذاری می

نماید. این رویکرد باعث  ها را نیز ثبت میفضررایی آن با سررایر ویژگی

رای شرود که بها میمراتب فضرایی و روابط میان ویژگیحفظ سرلسرله

های مختلف اهمیت بسریاری  گیریتشرخی  اشریاو در زوایا و جهت

های چنین با اسرتفاده از الگوریتمهای کپسرولی همشربکه  .[18]دارد 

هایی که ها را بر اسراس ویژگیکپسرول  مسریریابی پویا، اتصرالات بین

کننرد. این فرآینرد موجب کنرد، تنظیم میهر کپسرررول نمراینردگی می

شررود که ممکن اسررت در فرآیند ادغام در حفظ اطلاعات مهمی می

CNN بهتر و بره درک  نتیجره، این روش  در  برود.  از دسررررت  هرا 

ها در CapsNetشرود. تری از سراختار فضرایی تصراویر منجر میدقیق

های  CNNبندی تصرررویر مزایای متعددی نسررربت به  وظایف طبقه

های فضایی  خصروص در سرناریوهایی که شرامل آرایشسرنتی دارندز به

پیچیده و تغییرات در ظاهر اشرریاو هسررتند، عملکرد بهتری نشرران 

ها در مدیریت تغییرات هنردسررری و مقراومت در دهنرد. توانایی آنمی

ها را به آموزشررری محدود، این مدلهای  برابر الگوهای متنوع با داده

تبردیرل میای ایردهگزینره هرا کنرد کره در آنآل برای کراربردهرایی 

  ها اهمیت حیاتی دارد.تشخی  دقیق ویژگی

هرای خراص تصررراویر زیرآب و نیراز بره تحلیرل برا توجره بره پیچیردگی

ها  های جدیدی که قادر به مقابله با این چالشتر، توسررعه مدلدقیق

های علمی و کاربردی چشررمگیری ایجاد تواند پیشرررفتباشررند، می

بنردی تصررراویر زیرآب برا این مقرالره طبقرهدر  کنرد. بره همین دلیرل،  

شده ارائه   CapsNets جدید مبتنی بر هوشمنداستفاده از یک مدل  

در این مقاله، گامی مؤثر و   CapsNetsمعرفی مدل مبتنی بر  . اسرت

و کارایی در   صررحتحیاتی در این مسرریر اسررت که هدف آن بهبود 

. مردل پیشرررنهرادی برا  اسرررتآب  تصررراویر زیربنردی و طبقرهتحلیرل  

م  ه های کپسرولی، توانسرتفته شربکهگیری از سراختارهای پیشرربهره

آب بهبود بخشرد.    تصراویر زیر بندیطبقهت و هم عملکرد را در صرح

نرتررایرج  چرنریرنهرم پرژوهرش  ،  عرمرلری مریایرن  کرراربرردهررای  برره  تروانررد 

هایی مانند اکتشررافات دریایی، حفاظت محیط ای در زمینهگسررترده

نتایج تجربی نشرران های محیطی منجر شررود. زیسررت و تحلیل داده

های رایج، دقت بالاتری  با روش که مدل پیشنهادی در مقایسه  دادند

بندی تصراویر زیرآب داشرته و از پایداری بیشرتری در طول  در طبقه

چنین این مدل با سرررعت بیشررتری به آموزش برخوردار اسررت. هم

شروند تا مدل  ها موجب میرسرد. در مجموع، این ویژگیهمگرایی می

  هرای کرارگیری در سرررامرانرهای کرارآمرد برای برهپیشرررنهرادی گزینره

شرررنراسرررایی اهرداف زیرآبی براشرررد و بره بهبود عملکرد و دقرت این 

 .ها کمک کندسامانه

مدل    یاز جمله طراح یمختلف  یهامقاله شررامل بخش نیسرراختار ا

اسرت. در  نیشریپ   یهابا روش سرهیعملکرد، و مقا یابیارز  ،یشرنهادیپ 

و   یمعرف لیتفصررربه یشرررنهرادیمدل پ  یبخش دوم، روش و معمرار

اختصراص  یتجرب  جینتا لیبخش سروم به ارائه و تحل  شرودزیم ایتشرر

ارائره    هراافترهیر  یبنردجمصبخش چهرارم بره    ت،یرداردز و در نهرا و 

 د.پردازیم یکل یریگجهینت

 پيشنهادی  الگوریتم –  2

بندی تصرراویر فلوچارت الگوریتم پیشررنهادی جهت طبقه 1شررکل 

می نمرایش  را  یرک مجموعرهزیرآب  از  پژوهش،  این  در  داده  دهرد. 

داده تخصرصری در ترکیبی اسرتفاده شرده اسرت که با ادغام چند پایگاه

پردازش، ی پیشی تصراویر زیرآب تهیه شرده اسرت. در مرحلهحوزه

رد بررسرری قرار گرفتند.  تمامی تصرراویر از نظر کیفیت کنتراسررت مو

گیری از با بهره  ین یا وضرروح نامناسرربتصرراویر دارای کنتراسررت پای

های بهبود کنتراسرت اصرلاح شردند تا کیفیت بصرری مجموعه  روش

تر گردد. همچنین، برای کاهش اثرات سرروگیری ناشرری از یکنواخت

ای اسرررترانردارد  هرا بره انردازهتفراوت ابعراد تصررراویر، تمرامی نمونره

بندی تصراویر با اسرتفاده از یک ، طبقهسرپ   ذاری شردند.گمقیاس

 مدل یادگیری عمیق پیشنهادی انجام شد.  

دهد. تصراویر معماری مدل و روند یادگیری آن را نشران می 2شرکل 

انرد. برای بنردی شررردهداده در چهرار کلاس مختلف دسرررترهمجموعره

پرذیری آن، از روش ارزیرابی عملکرد مردل و بررسررری میزان تعمیم

ای اسررتفاده گردید. بر این اسرراس، پوشرره-4اعتبارسررنجی متقابل  

 . سرپ ندزیرمجموعه تقسریم شرد چهارصرورت تصرادفی به ها بهداده

ها ی آزمون و سررایر زیرمجموعهدر هر تکرار، یکی به عنوان مجموعه

بار تکرار شد تا هر  چهارکار گرفته شدند. این فرآیند  به  برای آموزش

ی آزمون مورد اسرررتفاده قرار گیرد. عنوان دادهبهبار  زیرمجموعه یک

در پایان، میانگین معیارهای ارزیابی جهت کاهش سروگیری ناشری از 

ی آموزش، در مرحلره  بنردی تصرررادفی محراسررربره گردیرد.تقسررریم

با    ی که متشرکل از پنج لایه اصرلی اسرتپارامترهای مدل پیشرنهاد

هرای  گرادیران و دادهنی بر  سرررازی مبتاسرررتفراده از الگوریتم بهینره

دیده بر روی تنظیم شرردند. سررپ ، عملکرد مدل آموزش  آموزشرری

بنردی ی آزمون ارزیرابی گردیرد ترا اثربخشررری آن در طبقرهمجموعره

 تصاویر زیرآب مورد سنجش قرار گیرد.
 

 
 

 تصاویر زیر آب  بندیپيشنهادی برای طبقه الگوریتمفلوچارت  – 1 شكل
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58 

 
 

 جزئيات روش و مدل یادگيری پيشنهادی  – 2 شكل

 

 مجموعه داده  - 2-1

بندی تصرراویر زیرآب، انتخاب و های طبقهی مدلدر فرآیند توسررعه

ی آموزشری مناسرب نقشری کلیدی ایفا دادهگیری از یک مجموعهبهره

های  ی یادگیری عمیق دسررترسرری به دادهحوزهویژه در  کند. بهمی

برای آموزش مؤثر چرارچوببزر  متنوع  پیچیرده،  مقیراس و  هرای 

دسرت آوردن تصراویر یا ویدئوهای  امری حیاتی اسرت. با این حال، به

هرای متعرددی  هرای دریرایی همواره برا چرالشبرا کیفیرت برالا در محیط

موجودات،   همراه اسررتز عواملی چون شرررایط نوری متغیر، تحرک

هرای دقیق و هرای پیچیرده، گردآوری دادهزمینرهشرررفرافیرت آب و پ 

منظور  سررازند. در این پژوهش، بهیکنواخت را با دشررواری مواجه می

ی شررایط واقعی،  ای با تنوع کافی و نمایندهدادهسرازی مجموعهفراهم

دریایی   ی تصررویربرداری زیری معتبر در حوزهدادهاز ادغام دو پایگاه

و  Fish Species Image Dataی  دادهاسرتفاده شرده اسرت: مجموعه

 .Shark Speciesی دادهمجموعه

ی گونه 468تصرویر از  3960شرامل  Fish Speciesی دادهمجموعه

تفاوت مختلف ماهی اسررت که در سرره سررناریوی تصررویربرداری م

ه شدکنترلکاملا در شرایط  ای از این تصاویر  دسته .اندگردآوری شده

های در این تصرراویر، نمونهاندز  شررده ثبتو با نورپردازی اسررتاندارد 

برا برالره ای یکنواخرت قرار زمینرههرای گشررروده در برابر پ مراهی 

هایی تعلق دارند که پ  از به ماهیتصررراویر   اند. دسرررته دومگرفته

اند.  متنوع عکاسری شرده خروج از آب و در شررایط نوری و پ  زمینه

های طبیعی زیسرتگاهشرده در امل تصراویر گرفته دسرته سروم نیز شر

زمینره وجود مراهیران اسرررت کره در آنهرا هیی کنترلی بر نور یرا پ 

گرایانه اسرررت. چنین تنوعی در نداشرررته و شررررایط ثبت کاملا واقص

شرررایط تصررویربرداری موجب افزایش غنای بصررری مجموعه داده و 

ویر دنیای واقعی  های آموزشری در مواجهه با تصراارتقای کارایی مدل

 گردد.می

 
1 Histogram Equalization 

این   کنررار  مجموعررهFish Speciesی  دادهمجموعررهدر  از  ی داده، 

Shark Species  نیز بهره گرفته شرده اسرت که شرامل تصراویری از

طور میانگین حدود  ی مختلف کوسه بوده و برای هر گونه بهگونه  14

تصررویر فراهم شررده اسررت. با توجه به تنوع ظاهری موجودات   100

های آموزشرری، در این یایی و برای حفظ تعادل و انسررجام در دادهدر

تصرویر منتخب در چهار کلاس استفاده  4000پژوهش در مجموع از 

ای، ی گونههای اولیهها نه بر اسراس برچسربشرده اسرت. این کلاس

های بصررری تصرراویر های هندسرری و ویژگیی شررباهتبلکه بر پایه

های هر کلاس از ای که نمونهگونهبه  اندزدهی شردهانتخاب و سرازمان

کلاسری  های غالب، بیشرترین همگنی دروننظر سراختار بدنی و بافت

هرایی از این چهرار کلاس را نمرایش نمونره  1را دارا براشرررنرد. جردول  

ها از نظر سراختار بدنی و طور که مشرخ  اسرت کلاسهمان  دهد.می

 اند.ابعاد ظاهری متفاوت

 پردازشپيش  - 2-2

ها گامی کلیدی در بهبود کیفیت تصاویر ورودی و پردازش دادهپیش

های یادگیری عمیق است. در این پژوهش، تصاویر  افزایش دقت مدل

موجود در مجموعره داده ابتردا از نظر کیفیرت بصرررری و کنتراسرررت  

سررازی کیفیت تصرراویر و بهبود ارزیابی شرردند. به منظور یکنواخت

هایی که دارای کنتراسررت پایین یا  مدل، روی نمونهقابلیت یادگیری  

روش وضررروح نرامنراسرررب بودنرد )مراننرد تصررراویر تیره یرا محو( از  

علاوه بر این، به دلیل   .[19]اسرتفاده شرد  1سرازی هیسرتوگراممتعادل

صررراویر به ابعاد  تنوع ابعاد تصررراویر در دیتاسرررت ترکیبی، تمامی ت

تغییر اندازه داده شرردند تا ابعاد ورودی مدل    526×526اسررتاندارد 

 یکنواخت باشرد و از سروگیری ناشری از تفاوت اندازه جلوگیری شرود.

هرا، چنرد نمونره از پردازش بر کیفیرت دادهبرای اثبرات اثرگرذاری پیش

ارائه شرررده    2 جدولپردازش در  تصررراویر قبرل و بعرد از اعمرال پیش

دهنده افزایش وضرروح و نشررانموجود در این شررکل  . تصرراویر  اسررت
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ها کمک کنتراسرت هسرتند که به بهبود کیفیت بصرری و ثبات داده

  کند و در نهایت منجر به عملکرد بهتر مدل گردیده است.می

 

 از تصاویر چهار کلاس انتخاب شده اینمونه – 1 جدول
 

 1کلاس   2کلاس   3کلاس   4کلاس  

   
 

   
 

   
 

   

 

   

 

 
 

 پردازش شده پيشای از تصاویر نمونه – 2  جدول
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 عميق پيشنهادی مدل   - 2-3

تصرویر برای ایجاد دیتاسرت،   4000، پ  از انتخاب 2بر اسراس شرکل 

پردازش ای روی تصررراویر انجرام شرررد. این پیشپردازش اولیرهپیش

اسرتانداردسرازی ابعاد  بهبود کنتراسرت تصراویر با وضروح پایین و  شرامل  

طوری که تمامی تصررراویر به ابعاد  به زهای مختلف بوددر بین کلاس

این اندازه داده شرردند. مدل پیشررنهادی پیکسررل تغییر   526×526

اسرررت کره در آن بر اسررراس  یرک مردل یرادگیری مراشرررین  پژوهش  

گیرد و هدف آن خورده یاد میهای آموزشی برچسبالگوریتم از داده

تصرررمریرمپریرش یررا  دادهبریرنری  اسرررراس  برر  و گریرری  جرردیررد  هررای 

شررده اسررت. این فرآیند شررامل دو مرحله اصررلی اسررت: گرفتهنادیده

و   آموزش،  آموزش  مرحلره  عمیقآزمون. در  نمونره  مردل  هرای برا 

شرررود و یراد  خروجی( ارائره می-هرای ورودیخورده )جفرتبرچسرررب

هرای ورودی را بره خروجی مطلوب متصرررل کنرد. گیرد کره ویژگیمی

شود که اختلاف این کار با حداقل کردن تابص از دست دادن انجام می

کند.  گیری میندازهشرده و برچسرب واقعی را ابینیبین خروجی پیش

هرای  ای جرداگرانره از نمونرهپ  از آموزش مردل، آن را بر روی مجموعره

کننرد ترا عملکرد آن خورده )مجموعره آزمون( آزمرایش میبرچسرررب

 ارزیابی شود. 

پذیر اسرت که بتواند شرده، ایجاد مدلی تعمیمهدف یادگیری نظارت

های جدید و های آموزشرری را به دادهشررده از دادهالگوهای آموخته

پیشررنهادی این عمیق مدل  .  درسررتی اعمال کندبه  مشرراهده نشررده

 و CNN هایشربکه بر اسراسیک مدل یادگیری تحت نظارت مقاله 

CapsNet  .اسررت  CNNهای عصرربی عمیق از شرربکه نوع  ها یک

هسرتند که بیشرتر برای تجزیه و تحلیل تصراویر بصرری کاربرد دارند.  

ویژه مؤثر هسرررتنرد زیرا  بنردی تصررراویر برههرا برای وظرایف طبقرهآن

های تصررویر را مراتبی ویژگیهای سررلسررلهتوانایی یادگیری نمایش

های ها برای تشکیل کپسولبا استفاده از کپسولها  CapsNetدارند. 

ها از کنند. آنرا تقویت میها  CNNسرطا بالاتر برای نمایش پایدار،  

یاد   رمزگذاربخش  اند.  تشررکیل شرردهرمزگشررا  و یک  رمزگذاریک 

گیرد کره تصررراویر را بره پرارامترهرای برداری کردگرذاری کنرد، در می

.  کند بردارها را به عنوان تصراویر بازسرازی می رمزگشرابخش  حالی که 

CapsNets  ها ریابی پویا برای انجام تعاملات بین کپسررولاز مسرری

و اسرررت  شرررده    ادغرام مراکزیممکننرد کره جرایگزین  اسرررتفراده می

. تابص هزینه [20]  کندهای سررطا بالای تصررویر را حفظ میویژگی

کپسرررول شرررود و برای لایره آخر نمرایش داده می Lc نهرایی کره برا

 :شود، به شرح زیر استاستفاده می

(1) 
2

2

.max(0, ||V ||)

    (1 ).max(0,||V || )

c c c

c c

L T m

T m

+

−

= −

+ − −
 

 

1cTبه طوری که    است.  cکلاس صحیا برچسب دهنده نشان =

،m mو   +    است.   یینها   یهلا  یخروج  cVثابت هستند و   یپارامترها  −

دهد. پیشنهادی را نشان می  یادگیری عمیقمدل  جزئیات    3شکل  

و دو   ReLU سازیاین مدل شامل سه لایه کانولوشن با تابص فعال

به شبکه وارد   526×526لایه کپسولی است. تصاویر زیرآب با ابعاد  

پارامتری شوند که در حین آممی وزش، این تصاویر را به بردارهای 

های مدل  جزئیات لایه  3کند. جدول  رمزگذاری می (D32)  بعدی  32

دهد. طبق این جدول،  شده پیشنهادی را نشان میبندی نظارتطبقه 

اند  فیلتر تشکیل شده  64و    64،  32های اول تا سوم کانولوشن از  لایه

سازی اند. تابص فعالو ابعاد خاصی تنظیم شده  2که به ترتیب با گام  

لایه کپسول ورودی    است. ReLU برای این سه لایه کانولوشن، تابص

ابعاد    های ویژگینگاشتاولیه،    32. این لایه شامل  است  64×64با 

تشکیل   2و گام  3×3 بعاد فیلتر با ا  8کپسول است که هر کپسول از 

  32×32به    خروجی  های ویژگیدر این حالت ابعاد نگاشتشده است.  

 بنابراین خروجی هر کپسول به صورت یک تنسور سه   یابد. کاهش می

  8دهنده بردارهای ویژگی  است که نشان  8(×32×32)بعدی با ابعاد  

وجود   به  توجه  با  است.  مکانی  موقعیت  هر  در  کپسول،    32بعدی 

یک   صورت  به  لایه  این  کلی  ابعاد    تنسورخروجی  با  بعدی  چهار 

بدین معنی که در هر یک از موقعیت   خواهد بود.  32×8(×32×32)

 کند. بعدی تولید می 8ی کپسول، بردار 32مکانی، هر یک از 

 4های کلاس اسرررت، دارای  لایه کپسرررول ماهی که لایه کپسرررول

های  شرتیکپسرول اسرت. هر کپسرول نمایانگر یک کلاس از تصراویر ک

ابعراد هر کپسرررول یرک    دریرایی اسررررت. در این لایره   تنسرررور برا 

را بره عنوان ورودی بعردی(    8بردار    32768)یعنی    32×8(×32×32)

بعدی،   32بعدی به فضرای خروجی  8شرت فضرای رای نگابگیرد.  می

 32×8با ابعاد   یهر بردار ورودی در هر کپسرررول با یک ماتری  وزن

 32بردار  32768شرود. بنابراین، برای هر کپسرول کلاس  ضررب می

مسیریابی   آید. سپ  این بردارها از طریق مکانیزمدست میبعدی به

بعردی بره   32ایی  شرررونرد ترا یرک بردار نهرترکیرب و تجمیص می پویرا

عنوان نمراینرده کلاس مربوطره تولیرد گردد. در نتیجره، خروجی نهرایی  

دهنده  که هر بردار نشرران بعدی اسررت 32بردار  4این لایه شررامل  

شرررده کلاس تعریف  4احتمرال حضرررور تصرررویر ورودی در یکی از 

یک مقدار  یند آموزش، برای هر نمونه آموزشریآدر طول فرباشرد.  می

( محراسررربره  1بردار طبق معرادلره )  چهرارهزینره برای هر یرک از این  

شرده    شرود. برای محاسربه هزینه نهایی هر نمونه، مقادیر محاسربهمی

 شوند.  بردار با هم جمص می چهار

هر نمونره در مجموعره داده    پیشرررنهرادی  عمیقطبق مردل یرادگیری  

 چهاردر این حالت یک بردار  .آموزشرری یک برچسررب صررحیا دارد

که در آن   شرودتولید می 1و یک عنصرر   0حاوی سره عنصرر بعدی  

بیانگر    0و مقدار    دهنده موقعیت صحیا )کلاس هدف(نشان  1مقدار  

این به عنوان  های غیر هدف( اسررت. های نادرسررت )کلاسموقعیت

، (1)  معرادلره. در  [21]  شرررودمی  شرررنراختره One-Hot کردگرذاری
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کند: این مقدار برابر با  را تعیین می  𝑇𝑐مقدارکلاس برچسب صحیا 

مطابقت داشرته   گر برچسرب صرحیا با کپسرول کلاسخواهد بود ا 1

خواهد بود. در لایه آخر )لایه  0باشررد و در غیر این صررورت برابر با  

  به کپسرررول چهارمین  و  سرررومینکپسرررول کلاس(، اولین، دومین،  

هسرتند.  تصراویر زیر آب   4تا    1های  کلاس رمزگذاری  مسروول ترتیب

اسرت، این  اولاگر فر  کنیم که برچسرب صرحیا مربوط به کلاس  

کپسررول اول در لایه آخر مسرروول رمزگذاری آن  دهد کهنشرران می

 سهاست و برای   𝑇𝑐 = 1برای این کپسول کلاس، مقدار  خواهد بود. 

 𝑇𝑐وقتی   خواهد بود.  𝑇𝑐 = 0مانده در این لایه، مقدار کپسول باقی

شرود و بخش دوم آن باشرد، بخش اول تابص هزینه محاسربه می 1 =

 𝑚− = 0.1و  𝑚+ = 0.9 صررفر اسررت. در مدل پیشررنهادی، مقدار

 تنظیم شده است.

 

 
 

 جزئيات مدل یادگيری عميق پيشنهادی   – 3 شكل

 

 ها در مدل پيشنهادی جزئيات لایه – 3 دولج
 

 لایه ورودی لایه تعداد فيلتر/کپسول  خروجی لایه 
 1کانولوشن  256×256تصویر با ابعاد  ReLuو تابص فعالساز  2با گام  3×3فیلتر با ابعاد  32 263×263نگاشت ویژگی با ابعاد 
2کانولوشن  263×263نگاشت ویژگی با ابعاد  ReLuو تابص فعالساز  2با گام  5×5فیلتر با ابعاد  64 131×131نگاشت ویژگی با ابعاد   
3کانولوشن  131×131نگاشت ویژگی با ابعاد  ReLuو تابص فعالساز  2با گام  5×5فیلتر با ابعاد  64 65×65نگاشت ویژگی با ابعاد   

 1کپسول  64×64نگاشت ویژگی با ابعاد  2با گام   3×3فیلتر با ابعاد  8کپسول حاوی  32 32×8(×32×32)با ابعاد   تنسور
 2کپسول  32×8(×32×32)با ابعاد   تنسور ( D32بعدی )  32کپسول  4 4×32ماتری  

 

 نتایج  – 3

سررازی مدل پیشررنهادی مورد در این بخش، نتایج حاصررل از شرربیه

منظور ارزیرابی دقرت  گیرد. ابتردا مراتری  درهمی برهتحلیرل قرار می

های  بینیهایی از تصراویر با پیششرود و نمونهبندی بررسری میطبقه

کار گردد. در ادامه، معیارهای ارزیابی کمی بهارائه می  غلطو   درسرت

شرررود. در هرا برای مردل پیشرررنهرادی تحلیرل مینرفتره و تغییرات آ

  شرناخته شرده های  نهایت، عملکرد مدل پیشرنهادی با برخی از مدل

بره زبران هرا  تمرام آزمرایش.  گردددر مطرالعرات پیشرررین مقرایسررره می

 Intel® Core بر روی سریسرتمی با پردازندهنویسری پایتون برنامه

i7 گرافیررک کررارت   8بررا    NVIDIA GeForce RTX 3050  و 

 .انجام شده است 11عامل ویندوز   گیگابایت رم و سیستم

 ارزیابیکمی معيارهای   - 3-1

مدل   عملکرد  دادن  نشان  طبقه عمیق  برای  در  بندی پیشنهادی 

، صحتهای دریایی، از معیارهای کمی مختلفی مانند  تصاویر کشتی

نشان    صحتاستفاده شده است.   F1 امتیاز  ، حساسیت، ویژگی و دقت

. بینی کرده استدهد مدل تا چه اندازه خروجی را به درستی پیشمی

پیش دقت خروجی  در  را  مدل  اطمینان  نمایش   بینیسطا  شده 

طبقه .  دهدمی عملکرد  صحیا حساسیت،  تشخی   در  را  بند 

مینمونه  نشان  هدف  طبقههای کلاس  توانایی  ویژگی،  در دهد.  بند 

از کلاس های متعلق به سایر کلاستشخی  صحیا نمونه  ها )غیر 

اندازه را  میهدف(  که   سازمیانگین هم F1 امتیاز.  کند گیری  است 

از تودقت   ترکیبی  را  ماتری    کند.صیف میو حساسیت  اساس  بر 

 :[22]عبارت است از  انتخاب شدهارزیابی کمی ، معیارهای  یدرهم

(2) Accuracy=
TP TN

TP TN FP FN

+

+ + +
 

(3) Precision=
TP

TP FP+
 

(4) Sensitivity=
TP

TP FN+
 

(5) Specificity=
TN

TN FP+
 

(6) 2
F1-score=

2

TP

TP FP FN+ +
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 F1که به ترتیب نمایانگر صحت، دقت، حساسیت، ویژگی و امتیاز  

و   کشتی   TPا،آنهدر  هستند  بهتعداد  که  است   درستیهایی 

های  کلاس  هایی که به درستی بهتعداد نمونه   TNاند،بندی شدهطبقه 

ی هاتعداد کشتی   FPاند،دیگر )غیر از کلاس هدف( تخصی  یافته

تعداد    FN  اند وقرار گرفته  هدف  که به اشتباه در کلاس  غیر هدفی

های دیگر نسبت داده است که به اشتباه به کلاس  هدف   هایکشتی

معیارهای .  اندشده اساس  بر  پیشنهادی  نظارت  عملکرد مدل تحت 

تعمیم توانایی  و  اثربخشی  پایداری،  نظر  از  شده  ذکر  دهی  ارزیابی 

 .شوداعتبارسنجی می

 تصاویر زیرآب  ندی بطبقه  - 3-2

داده شرررامرل  ذکر شرررد، هر کلاس در مجموعره  ترپیشهمرانطور کره  

( درصرد 80تصرویر ) 800تصرویر زیرآب اسرت. از این تعداد،   1000

برای ( درصرررد  20تصرررویر ) 200طور تصرررادفی برای آموزش و  بره

آزمایش در هر کلاس انتخاب شرردند. مدل پیشررنهادی همچنین با  

  آموزش دید. ماتری   ایپوشرره-4متقابل   اعتبارسررنجیاسررتفاده از  

نشران داده   4در شرکل   پژوهشبرای مدل پیشرنهادی در این   یدرهم

شرود، الگوریتم اسرتنباط می  شرکلشرده اسرت. همانطور که از این 

بندی  درسرتی طبقهتصراویر زیرآب را به %75/96  صرحتپیشرنهادی با  

 %75/96مدل توانسرته اسرت  که دهد  نشران میاین مقدار کرده اسرت. 

از  اس این شرکلبر اسر  بندی کند.درسرتی طبقهها را بهاز کل نمونه

بندی  درسرتی طبقهتصرویر به  196،  1در کلاس موجود تصرویر  200

 در اشتباه  تصویر به سهمانده،  تصرویر باقی چهارشردند. با این حال، از 

بندی شردند. علاوه  طبقه 4کلاس   دراشرتباه تصرویر به یکو   3کلاس  

بندی  طبقه  4کلاس   دراشرتباه  تصرویر بههشرت  ، 2بر این، در کلاس  

که بود   1بندی مربوط به کلاس ت طبقهصرحبیشرترین میزان  شردند.  

درسرتی شرناسرایی  نمونه را به 196تعداد   %98مدل توانسرت با صرحت 

  ز مشرراهده شررد 4ترین عملکرد مدل در کلاس کند. در مقابل، پایین

درسرتی نمونه به 191که از مجموع تصراویر این کلاس، تنها  طوریبه

 .است %5/95صحت که معادل    ندبندی شدطبقه

عملکرد مردل  تدقر ارزیرابی  در  کلیردی  معیرارهرای  از  هرای  یکی 

هایی که دهد که از میان تمام نمونهن میبندی اسرررت و نشررراطبقه

، چه درصردی واقعاً مثبت اسرت  بینی کردهمدل به عنوان مثبت پیش

هرای  بینیکنرد کره پیشبره بیران دیگر، دقرت مشرررخ  می.  انردبوده

 4تا   1های  برای کلاس  دقت.  مثبت مدل چقدر قابل اعتماد هسرتند

که   حسراسریت.  بدسرت آمددرصرد  95و   5/97، 5/96،  98 به ترتیب

شرررده به کل  بینیهای درسرررت پیشدهنرده نسررربت نمونهنشررران

به ترتیب  4تا   1های  های واقعی آن کلاس اسررت، برای کلاسنمونه

که میزان   یویژگچنین  هم. بوددرصد    5/95و   5/97، 96، 98 برابر با

دهد، برای های منفی را نشرران میتوانایی مدل در شررناسررایی نمونه

درصرررد   3/98و    2/99،  8/98،  3/99  بره ترتیرب  4ترا    1هرای  کلاس

دهد که مدل در جلوگیری از این مقدار نشرران می د.محاسرربه شرر

ها نیز عملکرد های یک کلاس به سرایر کلاستخصری  اشرتباه نمونه

  ی که میانگین هارمونیک F1 در نهایت، امتیاز  .مناسربی داشرته اسرت

، 2/96،  98  برابر با 4تا    1های  دقت و حسراسریت اسرت، برای کلاس

معیارهای ارزیابی کمی   4جدول درصرد محاسربه شرد.   2/95و  5/97

مطرابق این جردول میرانگین    دهرد.مردل پیشرررنهرادی را نشررران می

برابر با   به ترتیب F1معیارهای دقت، حسررراسررریت، ویژگی و امتیاز 

اسررت که نشرران از عملکرد  %73/96و  90/98%، 75/96%، 75/96%

 مناسب و پایدار مدل دارد.
 

 
 

 برای مدل یادگيری پيشنهادی  یدرهم ماتریس – 4 شكل
 

 معيارهای ارزیابی کمی مدل پيشنهادی  – 4 دولج
 

 دقت حساسيت ویژگی F1امتياز 
 معيار

 کلاس 

 1کلاس  98 98 3/99 98

 2کلاس  5/96 96 8/98 2/96

 3کلاس  5/97 5/97 2/99 5/97

 4کلاس  95 5/95 3/98 2/95
 

بنردی برا اسرررتفراده از معیرارهرای  نترایج حراصرررل از ارزیرابی مردل طبقره

دهد که مدل در نشرران می F1 و امتیاز دقت، حسرراسرریت، ویژگی

ها عملکرد نسربتاً باثبات و مطلوبی دارد. مقدار دقت  شرناسرایی کلاس

قرار دارد کره   %98ترا    %95هرا برالا بوده و در برازه  برای همره کلاس

هرای مثبرت مردل، واقعراً  بینیاین اسرررت کره اکثر پیش  دهنردهنشررران

مقردار برا    1انرد. برالاترین مقردار دقرت مربوط بره کلاس  صرررحیا بوده

بینی صررحیا این اسررت، که بیانگر توانایی بالای مدل در پیش 98%

از سرروی .  های دیگر با آن اسررتکلاس بدون اشررتباه گرفتن نمونه

دیگر، حسراسریت که بیانگر توانایی مدل در شرناسرایی صرحیا تمام  

های واقعی هر کلاس اسررت، نیز در سررطا مناسرربی قرار دارد. نمونه

بهترین عملکرد  %5/97و  %98ر حسراسریت  با مقدا 3و   1های  کلاس

برا    2ترین مقردار مربوط بره کلاس  انرد، در حرالی کره پرایینرا داشرررتره

اسررت. این تفاوت اندک ممکن اسررت ناشرری از تداخل   %96مقدار 

نیز مشرهود  یباشرد که در ماتری  درهم 4با کلاس   2بیشرتر کلاس  

  %3/98ی  ر بازهها بسریار بالا و دبرای تمامی کلاس معیار ویژگی.  بود
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دهد که مدل در تشرخی  قرار دارد. این موضروع نشران می  %3/99تا  

های منفی نیز عملکرد بسرریار خوبی داشررته و به ندرت دچار نمونه

ویژه در مسائل حساس، خطای مثبت کاذب شده است. ویژگی بالا به

در نهایت،  . مثل تشررخی  بیماری، از اهمیت بالایی برخوردار اسررت

که ترکیبی متوازن از دقت و حسرراسرریت اسررت،  F1 تیازمقادیر ام

کند که مدل از نظر کلی عملکرد خوبی در شرناسرایی تمام  تأیید می

ها بین برای تمام کلاس F1 ها داشرررتره اسرررت. مقردار امتیرازکلاس

و کمترین مقدار آن نیز همچنان در سطا است  بوده   %98تا    2/95%

دهرد کره مردل نره تنهرا میقرابرل قبول قرار دارد. این موضررروع نشررران  

دهرد، بلکره درصرررد قرابرل توجهی از هرای دقیقی انجرام میبینیپیش

   .کندهای واقعی هر کلاس را نیز شناسایی مینمونه

  غلط و   درستهای  بینیهایی از تصاویر زیرآب با پیشنمونه 5جدول 

این گونه که در همان  .دهدتوسرررط مدل پیشرررنهادی را نشررران می

توسرط مدل    غلطبینی  شرود، برخی از موارد پیشجدول مشراهده می

عنوان مثال،  توان تا حدی قابل توجیه دانسررت. بهپیشررنهادی را می

بندی شررده اسررت، از نظر طبقه 4اشررتباه در کلاس    ای که بهنمونه

های ظاهری شرباهت قابل توجهی با تصراویر این کلاس دارد. ویژگی

هرا،  دلیرل نزدیکی ظراهری بین کلاسهدر واقص، این مورد خراص بر

ای کره حتی گونرهبنردی دشرررواری را ایجراد کرده اسرررتز برهطبقره

  برانگیز باشرد. تواند چالشتشرخی  صرحیا آن توسرط انسران نیز می

 1اشرررتبراه در کلاس   که به 3از کلاس  ای  نمونهاین موضررروع برای 

 نیز صادق است.  بندی شده استطبقه
 

 بينی درست و غلط توسط مدل یادگيری پيشنهادی هایی از تصاویر با پيشنمونه – 5 دولج
 

 1کلاس  2کلاس  3کلاس  4کلاس 
 واقعی  کلاس                

 

 بينی نوع پيش

    

 درست 

 4بینی: کلاس پیش 1بینی: کلاس پیش 3بینی: کلاس پیش

 

 3بینی: کلاس پیش

 غلط 

 

های پیشین نشان  مقایسه مدل پیشنهادی را با برخی از مدل  6جدول  

در  دهد.  می آنکه  مقایسهاین  با  روش جدول  عملکرد  میان  ای 

های پیشین ارائه شده است، باید تأکید شود پیشنهادی و برخی مدل

دلیل اصلی   .صورت مستقیم چندان قابل اتکا نیست  مقایسه بهکه این  

مجموعه ساختار  و  نوع  در  بنیادین  تفاوت  امر،  مورد  داده  این  های 

های عمومی و  داده  استفاده است. اکثر مطالعات پیشین از مجموعه

بندی کلی  ها طبقهاند که هدف آنمتنوع تصاویر زیر آب بهره گرفته

در مقابل، در پژوهش    مناظر زیر آب بوده است.موجودات دریایی یا  

های  های ماهی بر اساس ویژگیحاضر تمرکز بر شناسایی دقیق گونه

اندام ساختار  و  بدن  نظیر شکل  و مجموعهظاهری  بوده  ای داده  ها 

شده است. بنابراین، تفاوت در  انتخاب  خاص، متناسب با این هدف  

صرفاً    6شود نتایج جدول  ها سبب میاهداف، دامنه، و ساختار داده

بهبه نه  و  شوند  تلقی  تقریبی  تطبیقی  ارزیابی  یک  عنوان   عنوان 

ها، نتایج روش پیشنهادی از نظر با وجود این تفاوت  ای مطلق.مقایسه

دقت طبقه   صحت به  دستیابی  با  روش  این  است.  توجه  قابل  بندی 

روش  98% اغلب  به  نسبت  بالاتر  داعملکردی  ارائه  پیشین  ده های 

شده،    طراحی  داده  های موجود در مجموعهاست. با توجه به چالش

گونه به بین  تمایز  زمینه  در  ویژگیویژه  با  ماهی  ظاهری های  های 

توانمندی مدل پیشنهادی   دهندهنزدیک به هم، این میزان دقت نشان

ها در کارگیری آنپذیر و بهکهای معنادار و تفکیدر استخراج ویژگی

 بندی است.دگیری و طبقهیند یاآفر
 

 های قبلیمقایسه مدل پيشنهادی با مدل – 6 دولج
 

بالاترین  

صحت  

 )%( 

تعداد  

 کلاس

تعداد  

مجموعه 

 داده 

 مدل سال مجموعه داده 

7 /94 102 k9~ Caltech-101 2020 [11] ResFeats 

5 /97 4 k4~ URPC 2018 2022 [13] FCMFDA 

92 6 k10~  آوری شده جمص  2024 [16] CNN 

based 

8 /80 5 k5 /2  [15] 2024 آوری شده جمص Enhanced 

ResNet-101 

98 4 k4 
Fish Species 

Shark 

Species 

2025 
روش 

 پيشنهادی
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  انیها مدادهمجموعهدر اهداف و ساختار   نیادیبن یهابا وجود تفاوت

  یشنهادیعملکرد مدل پ   توانیم  ن، یشیپژوهش حاضر و مطالعات پ 

 ی مورد بررس زیشده نشناخته  قیعم یریادگی  یهااز مدل یرا با برخ

جدول   داد.  پ   انیم  یاسهیمقا   7قرار  مدل  یشنهادیمدل    یی هاو 

 VGG16و    GoogleNet  ،ResNet-50  ،Inception-V3همچون  

ت  صحبا    ResNet-50جدول، مدل    ن یا  جیاساس نتا  بر  . دهدیارائه م

نشان   هیپا  یهامدل  انیرا در م  یبند صحت طبقه   نبالاتری  61/95٪

 ثبتساعت(  2/3) ادیآن نسبتاً ز یحال، زمان اجرا  نیداده است. با ا

پ  مدل  مقابل،  در  است.  دست  یشنهادیشده  کل  یاب یبا  صحت   ی به 

زمان   از،  یبندت طبقه صح  نهیدر زم  تربه  عملکرد  ضمن ارائه  75/96٪

ن  1/1)  یکمتر   اریبس  یاجرا  بوده  زیساعت(  ا  برخوردار   نی است. 

- زمان  یکاربردها  یمناسب برا  یانهیرا به گز  یشنهادیمدل پ   ، یژگیو

مطالعه    ن یبه ذکر است که تمرکز ا  لازم   . سازدیو برخط بدل م   ی واقع

 ی هابوده که شباهتآب    ریز  انیچهار گونه خاص از ماه  یبندبر طبقه 

  ها ییایردریمانند ز  یرسطحیز  ینظام  زاتیاز تجه  یبا برخ  یساختار

 نیا  قیدق  ییدر شناسا  یشنهادیمدل پ   یت بالاصح  ن،یدارند. بنابرا

  یی هوشمند شناسا   یهاامانهمؤثر در توسعه س  یگام   تواندیم   هاگونه

 ی رسطحیز  زاتیتجه  یسازه یو شب  ی نظام  یهادر حوزه  ژهیوبه  یرآبیز

 محسوب شود. 
 

 های شناخته شده مقایسه مدل پيشنهادی با برخی مدل – 7 دولج
 

 مدل زمان اجرا  صحت کلی 

70/94 ساعت  1/3   GoogleNet  

61/95 ساعت  2/3   ResNet-50 

10/90 ساعت  5/2   Inception-V3 

40/88 ساعت  4   VGG16 

75/96 ساعت  1/1   مدل پيشنهادی  
 

 

 بحث   -3-3

بر   مبتنی  پیشنهادی  مدل  برتر  با    CapsNetsعملکرد  مقایسه  در 

های ساختاری های کلاسیک یادگیری عمیق، ریشه در ویژگیروش

های کانولوشنی سنتی  ها دارد. برخلاف شبکهفرد این شبکهمنحصربه 

عملیات    VGGNetو    GoogleNet  ،ResNetمانند   از  ادغام که 

کنند و در نتیجه بخشی از  ه میکاهش ابعاد استفاد   برای  1ماکزیمم 

های کپسولی ، شبکه[23]نددهاطلاعات مکانی تصویر را از دست می

بهره کپسول با  از  ویژگیگیری  بین  فضایی  روابط  قادرند  به  ها  را  ها 

می باعث  ویژگی  این  کنند.  حفظ  برداری  در صورت  مدل  شود 

ها در تصویر که شکل، مقیاس و موقعیت آن زیرآب    شناسایی اشیای

تری از ساختار فضایی و هندسی  دقیق  تواند متفاوت باشد، درکمی

باشد. از    داشته  استفاده  دیگر،  پویا  از سوی  مسیریابی  در  الگوریتم 

 
1 Max-Pooling 

CapsNetsمی باعث  ویژگی،  که  مهمشود  کپسول های  به  های  تر 

صورت پویا تنظیم سطا بالاتر منتقل شوند و مسیر انتقال اطلاعات به

ها، مدل را قادر  CNNشود. این مکانیسم، برخلاف مسیرهای ثابت در  

مقاومت بیشتری نشان    تصاویرسازد تا در برابر نویز و تنوع ظاهری  می

ویژه در شرایط نوری ضعیف یا وجود چندین شیو در تصویر،  دهد. به

بهشبکه  کپسولی  ویژگیهای  این  دارند.دلیل  پایدارتری  عملکرد   ها 

تر بکبرتری مدل در سرعت همگرایی نیز قابل توجه است. معماری س

های غیرضروری باعث های عمیق و حذف لایهنسبت به برخی شبکه

کاهش زمان آموزش بدون افت دقت شده است. این موضوع نشان 

از می از نظر دقت، بلکه  دهد که شبکه کپسولی پیشنهادی نه تنها 

 وری محاسباتی نیز کارآمد است.نظر بهره

بندی تصاویر وجود توزیص طبقه های کلیدی در حوزه  یکی از چالش

 در بسیاری از مجموعه  . [24-26]های مختلف استنامتوازن در کلاس

کلاسداده برخی  واقعی،  گونههای  )مانند  جانداراها  خاص  ن های 

های بسیار محدودتری نسبت یاب( دارای نمونه دریایی یا اشیای کم

کلاس سایر  هستندبه  می[27]ها  توازن  عدم  این  به .  منجر  تواند 

کلاس سمت  به  مدل  در سوگیری  دقت  کاهش  و  پرتکرار  های 

نمونه نادر شود.شناسایی  نظیر در مطال  های  راهکارهایی  اخیر،  عات 

توابص هزینهبازنمونه بهوزن  گیری هوشمند، طراحی  و  کارگیری دار، 

شبکه معماری مانند  توازن  عدم  برابر  در  مقاوم  کپسولی های  های 

های نامتوازن، جهت مقابله  های یادگیری از دادهشده با تکنیکترکیب

این رویکردها در کنار    کارگیری. به[ 28]اندپیشنهاد شدهبا این مشکل  

نمونه های کمتواند به افزایش دقت در کلاسمعماری پیشنهادی، می

های واقعی زیرآب منجر شود. بررسی  و بهبود پایداری مدل در محیط

تقای عملکرد  تواند گام مؤثری در اراین راهکارها در تحقیقات آتی می

 . بندی زیرآب باشدهای طبقهمدل

 گيرینتيجه  – 4

به نقش حیاتی تصاویر زیرآب در تحقیقات زیست توجه  محیطی با 

دریایی و اقیانوسی، تجزیه و تحلیل دقیق این تصاویر برای مدیریت 

مؤثر اکوسیستم و حفظ تنوع زیستی ضروری است. با این حال، انجام 

تحلیل و  تجزیه  باین  چالشها  نوردهی ا  مانند  است،  مواجه  هایی 

توجهی   قابل  موانص  که  نویز  مختلف  انواع  و  کیفیت  کاهش  ناکافی، 

الگوریتم  طبقهبرای  میهای  ایجاد  سنتی  به بندی  مطالعه  این  کند. 

های کپسولی برای بهبود های پیشرفته شبکه بررسی استفاده از مدل

های کپسولی در حفظ  بندی تصاویر زیرآب پرداخته است. شبکه طبقه 

ها و کاهش از دست دادن اطلاعات ناشی از روابط فضایی بین ویژگی

قابلیت ترتیب  این  به  و  هستند  برجسته  برای ادغام  برتری  های 

 دهند. بندی اشیاو در تصاویر زیرآب ارائه میشناسایی و طبقه
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با توجه به هدف اصلی پژوهش که طراحی مدلی دقیق و کارا برای 

بود، مدل ی گونهبندطبقه  از ماهیان در تصاویر زیرآب  های خاصی 

توسعه یافت. این مدل با تمرکز بر    CapsNetsپیشنهادی مبتنی بر  

ویژگی ساختار استخراج  و  بدن  شکل  جمله  از  دقیق  ظاهری  های 

مدلاندام از  فراتر  نتایجی  شد  موفق  دهد.ها،  ارائه  رایج  مدل    های 

و   تجزیه  کارایی  و  دقت  بهبود  دنبال  به  مطالعه  این  در  پیشنهادی 

معماری از  استفاده  طریق  از  زیرآب  تصاویر  پیشرفته تحلیل  های 

دهند که این مدل های کپسولی است. نتایج تجربی نشان میشبکه 

با روش مقایسه  توجهی در  قابل  نظر  به طور  از   صحت های موجود 

ها، و زمان اجرای پایین رد در میان کلاسبندی، پایداری عملکطبقه 

(  Inceptionو    ResNetوزنی مانند  های سنگین)در مقایسه با مدل

های مورد ویژه در شرایطی که گونهاین بهبود عملکرد به  برتر است.

یابد.  های ظاهری بالا هستند، اهمیت بیشتری مینظر دارای شباهت

هایی  زمینه   گسترده عملی در  علاوه بر این، این مدل برای کاربردهای

مانند اکتشافات دریایی، حفاظت از محیط زیست و تجزیه و تحلیل 

های از جمله ظرفیت   های زیادی دارد.محیطی وعدههای زیستداده

بندی خودکار توان به کاربرد آن در طبقهبالقوه مدل پیشنهادی می

های  ا گونهتجهیزات نظامی زیرآبی که از نظر ساختار ظاهری مشابه ب 

انتخاب  پژوهش هستند، اشاره کرد. این کاربرد  زیستی  شده در این 

دهد که مدل حاضر علاوه بر توان علمی، قابلیت تعمیم به  نشان می

 های عملیاتی را نیز داراست. حوزه 
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